Study of ice transparency with IceCube flashers
Dmitry Chirkin for the IceCube collaboration
dima@icecube.wisc.edu

University of Wisconsin at Madison, Madison, USA

Abstract
The IceCube detector, planned to reach 1 km3 in the next Zyeanow 68% complete with 59 strings deployed in
the ice and 59 IceTop stations installed on the surface. dlizeethe full potential of the detector the properties ghti
propagation in the ice surrounding the detector must be krtowhe best achievable precision. While the model desggibi
ice built in [1] provided an adequate description of ice ia KIMANDA detector, it does not seem to extrapolate well to
describe the photon propagation at larger distances witeifceCube detector. This report presents a new methodiogfit
the fully heterogeneous ice model to a data set of flashet®eetiected with 1C40 in 10/08.

1 Flasher dataset

IceCube runs 111738-111744 of "request B” [2] contain data wach of DOMs 1-60 of string 63 of IC40 flashing in a
sequence. For each of the flashing DOR4® flasher events were used. All 6 horizontal LEDs were switahedvith
maximum brightness and width, creating a pattern of lightiad string 63 that should be rather symmetric.
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Figure 1: Charges on the six nearest strings (left) and siktoenearest strings (right), observed when flashing
at the same position on string 63.

As seen in Figure 1 there is a substantial variation betweerthharges collected on the six surrounding strings. This
variation can be due to variations in relative orientatibthe flasher LEDs with respect to the surrounding stringe tiu
relative variation of light yield the between the differdlasher LEDs, and due to some difference in distance to anithdep
of the six surrounding strings. The amount of variation du¢hese uncertainties can be quantified with an RMS of the
deviation from the mean between the six surrounding strisigswn on Figure 2.

A multi-pulse extraction was applied to the data, using i@vas recorded by both ATWD and FADC. The resulting
pulses were binned in 25 ns bins, from 0 to 5000 ns from thedlgshlse (extracted from ATWD channel 3 of the flasher
DOM). Due to high number of saturated DOMs (with a variety aflgems due to high received charge) and to minimize
the effect of a particular selected angular sensitivity elgdf a DOM) the photon data collected on string 63 was notluse
in the fit.

2 Six-parameter ice model

This section overviews the so-called six-parameter iceghistroduced in [1].
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Figure 2: Relative uncertainty in the mean charge estimfated measured charges on the six nearest strings
(left) and six next-to-nearest strings (right) observe@mwfiashing at the same position on string 63.

The ice is described by a table of paramete(d00), aq..:(400), related to scattering and absorption at 400 nm, and
temperatur@r, given for each ice layer (assuming layers of 10-meter Wjdthd by the six parameters (fitted previously
to AMANDA data): «, %, A, B, D, and E.

The scattering and absorption coefficients within the sikameter ice model are given (for wavelengtim nm) by the
following expressions:

bV = 1 = be(400)- (4—30>

1 .
a(A) = = = a"(400) - A7" + Ae B/ (140.01-67), with a*(400) = D - agus(400) + E.

This work fits only for the values df, (400) andaq.s:(400) and relies on the six-parameter ice model to extrapolate
scattering and absorption for wavelengths other than 40%ofithe flasher LED light).

3 Simulation

60 flasher configurations (one for each of the DOMs flashingtings63) need to be simulated very quickly, so that
simulations based on many different sets of coefficient$00) anda.,s:(400) could be compared to the data.

A program called PPC (photon propagation code [3]) was enifor this purpose. It propagates photons through
heterogeneous ice described by the six-parameter ice r{foaled on a selected set of parameligf400) anda s (400))
until they hit a DOM or get absorbed. No special weightingesub was employed, except that the DOMs were scaled up
in size (a factos — 16, depending on the required timing precisirand the number of emitted photons was scaled down
by a corresponding factob{ — 162).

Several different versions of the program were writtentiahic++ code, somewhat faster (accelerated) c++ code, a
complete program implementation in Assembly (for the 34686 with SSE2 architecture), and a version that emplogs th
NVidia's GPUs (graphics processing units) via the CUDA iifgee. The relative performance of these different impleme
tations (for simulating both flashers and Cerenkov lightfrmuons) is compared in Table 1.

The writing of the GPU version of PPC was prompted by a singlaject [4], which showed that acceleration factors
~ 100 compared to the CPU-only version were possible. Aftenalestrating the impeccable agreement between test

1A factor of 5 introduces the maximum error of (5-137.8 cm / 22 cm/ns=3.2 ns in the arrival time (for an OM withiuadl7.8 cm and for speed of
light in ice of 22 cm/ns). Assuming a flat distribution the ries.2 ns4/3=1.9 ns. Respectively, a factor of 16 introduces an errdn wits of no more
than 7.0 ns. An additional consideration is a small loss of @\dccupancy, which may occur for larger factors.



test c++ fastc++ Assembly GTX 295 GPU
flasher 1.00 1.33 2.39 142.
muon  1.00 1.87 3.43 263.

Table 1: Comparison in speed of different versions of PP@ested on the i7 920 (2.67 GHz) CPU

simulation sets made with the c++, Assembly, and GPU impiai®ns of PPC, the GPU version was chosen for the
following analysis on a GPU-enabled computer [5].
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Figure 3: Angular sensitivity of an IceCube optical moduiermalized to 1.0 atosé = 1 (left). Optical
module acceptance: fraction of photons arriving along thid Rxis (atcos @ = 1) that are recorded (center).
Number of Cerenkov photons (in 10 nm bins) emitted by one nadtbare muon track, convolved with the
optical module acceptance (right). The integral count uite curve is 2107.84 photons.

The angular sensitivity of the IceCube optical module wasehed according to the “hole ice” description of [6], which
is shown in Figure 3. The OM acceptance (including the glassgel transmission, and PMT efficiency) was calculated
according to [6] for an OM of radius 17.8 cm. At 405 nm (flashemter wavelength) the OM acceptance is 11.3% (reading
off of Figure 3). The Cerenkov photons were sampled from thidution shown in the right plot of Figure 3, which is a
convolution of the OM acceptance curve with the Cerenkovgiepectrum given by the Frank-Tamm formula:

2
% sin? 0.d\dl.

The “dressed” muon light production is treated via the usthef'effective length'dl, as described in the appendix A. The
phase refractive index,, used in the formula above (defining the Cerenkov angé®. = 1/n,) and the group refractive
indexn4 (used in calculation of the speed of light in medium) werénestied according to formulae from [7]:

n, = 1.55749 — 1.57988 - A + 3.99993 - A — 4.68271 - A3 + 2.09354 - \*

ng = n, - (1+0.227106 — 0.954648 - A + 1.42568 - A2 — 0.711832- \3).
The angular distribution of photon scattering was modeteeding to the Henyey-Greenstein function:
1 1—g¢?

0) ==
plcost) 21+ g% —2g-cosf]3/?’

which can be analytically integrated and inverted to yieldsf as a function of arandom number=2- P —1 € [—1;1]:

2
1 1—g?
s =— (14 ¢%— .
cos 29( +g <1+gs) )

The value ofy =< cosf >= 0.8 was used as in [1]. Higher values (as higha8.94 [8]) are predicted by the Mie scattering
theory, however, these result in slower simulation, whitdding almost unchanged values of the effective scaigexin=
A/(1 — g) and absorption,.




4 Likelihood description

Consider a single charge value (received by DOM time binn when flashing DOMk) that is measured by taking data
(with a total photon count of in ny flasher events and a per-event expectation 9f and predicted by the simulation
(again, with a total photon count ofin n, simulated events and a per-event expectatioR,pf Naively one expects the
best approximations t&; and\; from data and simulated events to he= d/nq, and\; = s/n;.

Suppose the systematic error in describing data with sitiouldi.e., describing\; with )\;) is of the order ofc =~
10 — 20%. One quantifies the amount of disagreement between dataranthson in the presence of such an error with a
X} .. (omitting the indices, n, andk):

2= (log A\g — log As)?

o2

This systematic error uncertainty can be modeled with agiiity distribution function

1 —(log \g — log \s)?
exp :
V2o 202

Given that\; and )\, are not known, and the measured valuesdagsd s, one formulates the likelihood function that
describes counts measured in both data and simulation as

()‘S”S)Sef&ns ' ()\dnd)d o= Nama 1 exp —(log \g — log \s)?
R - 5 .
s! d! \V2ro 20

Taking the log with a minus sign, this becomes:

1 A
F =lns! + \sng — slog(Asns) + Ind! + \gng — dlog(Aagnag) + o log? )\_d + log(V270o).
g s

The functionF'(\s, Aq¢) can be easily minimized against and )\, yielding estimates of these quantities. To demon-
strate this, first the derivatives &f are calculated and set to O:

OF 1 Ad

SAx — AsNs — — —log— = ;
A o AsT s = og W 0

oF 1 A
Adax —)\dnd—d—k—log)\ =0.

The sum of these\;ns + Agng = s + d) yields an expression of; as a function of\;. Plugging it into the first of the
above two equations one gets

oF _ 1o A
f )\ a)\ ()\€7)\d(A ))_)\S”S—S_ﬁl(:)g)\—s

=0.
This equation can be solved with a few iterations of the NewRaphson method starting with a solution to

s+d
Ns +ng.

/\S = )\d(/\s): )\s = /\d =
At each iteration the value of; is adjusted by- f/ f/, where the derivative is easily evaluated as
1 1 1
! 1 .
f < T2 (/\ ng+)\dnd))
Once the likelihood function is solved for the best valuea 0&dnd )4, these can be plugged into tb@%n’k above. One

can now write the completg? function (adding the regularization tern® described in the next section) as a sum over all
DOMs: and time bing:, when flashing DOM¢:

&= Z (log)\d — log)\ Z%

i,n,k




5 Regularization terms

Two regularization terms are added to the likelihood fumtiilescribed in the previous section. The first one intends to
minimize the unwanted fluctuations of scattering and aligorgoefficients with depth and is formed of second deneati
terms:

N-1
Z (logbe[i — 1] — 2 - log be[i] + log be[i + 1])* + (log a*[i — 1] — 2 - log a*[i] + log a*[i + 1])?] .
=2

HereN is the number of ice layers in which anda* are defined.
The second term intends to minimize the unwanted fluctusfiothe diagram of* vs.b,.. Itis constructed as an excess
of the sum of distances between the consecutive pingd., log a*) over the shortest distance connecting the end points:

N-1

R,=-D(1,N)+ Z D(j,j+1), where D(ji,zj2) = \/(logbe[ji] — logbe[ja])? + (log a*[j1] — log a*[j2])2.
j=1

The points(log b., log a*) are sorted by the value &g b, + log a* and shown in the above sum with the index.

6 Fitting the data

The six horizontal flashers on a single board flashing at maxirarightness and width emi¢ 4.5 - 10'° photons [9] (at
room temperature in the lab, without the surrounding DOMglsphere). Only 11.3% of these 50085 - 107, remain after
accounting for the OM acceptance (as explained in sectior3)ng a DOM size scaling factor of 16 only986 - 107
photons need to be simulated.

A base number 9765625 of simulated photons with a scalingrfad 16 corresponds t2.5 - 10° photons without
scaling (i.e., OM size scaling factor of 1.0), 2212 - 10'° real photons leaving the flasher DOM (after accounting fer th
receiving OM acceptance). This is a “unit bunch” of photamisich is simulated in- 1 second on a single GPU of [5].

In the following a “photon yield factorp, is the number of unit bunches that correspond to a given nuofighotons.
E.g.,4.5 - 10'° photons emitted by a flasher board correspond to a photouh feietor ofp, = 2.034. This represents the
upper limit on the photon yield factor since a fraction of s is likely absorbed by the DOM glass sphere or reflected
back when escaping the flasher DOM.

For a giverp,, starting with the bulk values @f (400) = 0.046 andag.s:(400) = 0.044 the minimizer converges i
20 steps. At each iteration step the values.afinda* are varied in consecutive ice layers. Five flashing DOMsedbt
the layer, which properties are varied, are used to estithateariation of they? whenb, anda* are changed 4 times (4
combinations ob. + §b. anda™ 4 da™). Figure 4 shows ice properties after each of 20 steps of themnizer.

This minimization procedure is run for different valueggf and the average?® of the final few steps of the minimizer
is shown in Figure 5. The best fit is achieved fgr= 1.9 £ 0.2, which is just below the, value of the average photon
yield measured in the lab. Since the best valup,pis calculated by the method itself, the resulting tablé.4f00) and
a*(400) is independent of a possible constant scaling factor in laege estimate.

Further constraint can be placed on the best valyg, of one considers DOMs on string 63, which recorded charge
substantially exceeds the simulated charge (see Figurehg®) DOMs that received high charge should show saturation or
loss of recorded charge due to inability of the system to ceitle large stream of data from string 63. Either way their
charge should not exceed that estimated in the simulatibictwdid not account for saturation). As explained in sectio
1 string 63 DOMSs were not used in the fit, so using them in thiamea provides a rather independent confirmation of the
found value ofp,,.

The difference between the (shades of) green curves of &igushowing the ice properties fpf, = 1.7 — 2.1,
corresponds tat1o uncertainty in the measured ice properties. This unceytgirows in the dust layer (this might be
improved with more simulation), and, quite naturally, apthes above and below the detector. It is possible to biastthe fi
these depths towards the values previously measured apekited in [1] by seeding the minimizer with values$gf400)
anda*(400) from [10].

Data from all pairs of emitter-receiver DOMs (located in Hane or different ice layers) contributed to the fit, unlike
in the approach of [1], where only emitters and receivergaitar depths were used in the fits. Two fit strategies wepltri
in fitting the data: (a) thg? was constructed with one term from each emitter-receivier(psing the full received charge),
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and (b) thex? was constructed using recorded charge binned in 25 ns sMdib@ugh (b) used the available information
more fully, (a) turned out to be less susceptible to variowblems in recorded waveforms, described in [11] and more
robust with respect to fluctuations in the constructddbetween the simulated sets). Therefore, (a) was usedddirtal

fit.

7 Comparison of the new fitted ice with nominal AHA [10]

Figure 6 demonstrates the improvement in description ofldsher data with the new model. Figure 7 shows data and
simulation of the tilted flashers (which were not used in thefiithis work). Figure 8 shows that the agreement of the
background muon simulation with data is much improved a& \w@&lally, Figure 9 shows a comparison of recorded charge
for the standard candle [12], and a comparisowjp for all IceCube light sources. Many more plots are availablg.3].
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A Muon and cascade light production

The light yield of the muon and all of its secondaries (iotima and delta electrons, bremsstrahlung, electron pai pr
duction, and photonuclear interaction) with energies wed®0 MeV (thee.,; of MMC [14] in the detector region) is
parametrized by substituting the length of the Cerenkdwigmitting segment of a “bare” muaii with [15]

dl - (1.172 4 0.0324 - log, (E [GeV])) .
The light yield of cascades is also parametrized via the ftifed'effective length” [15]:

dl = 0.894 - 4.889 m/GeV- E [GeV] for electromagnetic cascades
dl = 0.860 - 4.076 m/GeV- E [GeV] for hadronic cascades

Newer parametrization exists [16], but was not used in thugkw
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