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Abstract

The IceCube Neutrino Observatory, approximately 1 kmsize, is now complete with 86 strings deployed in the
Antarctic ice. IceCube detects the Cherenkov radiatiorttethby charged particles passing through or created incthe i
To realize the full potential of the detector, the properta light propagation in the ice in and around the detectostmu
be well understood. This report presents a new method ofdittie model of light propagation in the ice to a data set of
in-situ light source events collected with IceCube. Theiltesy set of derived parameters, namely the measured value
scattering and absorption coefficients vs. depth, is ptedeand a comparison of IceCube data with simulations based o
the new model is shown.

1 Introduction

IceCube is a cubic-kilometer-scale high-energy neutringeovatory built at the geographic South Pole [1] (see FigAl
primary goal of IceCube is to elucidate the mechanisms fodpction of high-energy cosmic rays by detecting high-gner
neutrinos from astrophysical sources. IceCube uses tHe2tBick glacial ice sheet as a medium for producing Cherenko
light emitted by charged particles created when neutrin@sact in the ice or nearby rock. Neutrino interactionsaaate
high-energy muons, electrons or tau leptons, which mustdieguished from a background of downgoing atmospheric
muons based on the pattern of emitted Cherenkov light. Tdtisis detected by an embedded array of 5160 optical sensors
(digital optical modules, or DOMs for short), 4680 of whiate @eployed at depths of 1450 - 2450 m and spaced 17 m apart
along 78 vertical cables (strings). The strings are arrdinga triangular lattice with a horizontal spacing of appnoately

125 m. The remaining 480 sensors are deployed in a more cargpametry forming the center of the DeepCore array
[2]. The IceCube optical sensors are remotely-controligdr@omous detection units which digitize the data. Thejuithe
light-emitting diodes (LEDs) which may be used as artifigiasitu light sources. Also shown in Fig. 1 is the locatiorilu#
AMANDA-II neutrino telescope. AMANDA-II was the precursdéor IceCube and was composed of 677 optical sensors
organized along 19 strings, with most of the sensors locatddpths of 1500 to 2000 m. It operated as a part of the IceCube
observatory until it was decommissioned in May 2009.

Cherenkov photons are emitted with a characteristic waggtedependence af A? in the wavelength range of 300-600
nm, which includes the relevant sensitivity region of thefailsensors. Photons are emitted in a cone around the dimesxti
particle motion with an opening angle, determined by theedpd the particle and refractive index of the ice [3], of abou
41° for relativistic particles. As the photons propagate fréma point of emission to the receiving sensor, they are aftect
by absorption and scattering in the ice. These propagaffiecie must be considered for both simulation and recoostm
of IceCube data and thus need to be carefully modeled. Thertanpt parameters to describe photon propagation in a
transparent medium are: the average distance to absqrfitmaverage distance between successive scatters ofhghoto
and the angular distribution of the new direction of a phatbreach given scattering point. This work presents a new,
global-fit approach which achieves an improved descriptfoexperimental data.

To determine the ice parameters, dedicated measurememsréormed with the IceCube detector. Photons are emitted
by the LEDs in DOMs and recorded by other DOMs, as sketchedgnZa. The recorded data include the total charge
(corresponding to the number of arriving photons) and phatwival times, shown in Fig. 2b. A data set that covers all
detector depths was produced. A global fit of these data wdsrpeed, and the result is a set of scattering and absorption
parameters that best describes the full data set. The AMARDWaboration used an analysis based on separate fits to data
for individual pairs of emitters and receivers [4] to mea&stlre optical properties of the ice. These fits used data taken
very low light levels, to avoid multi-photon pileup detectdfects.

The relevant detector instrumentation is described ini@e@ of this paper. Section 3 introduces the data set. The
parameterization for modeling the ice surrounding the aeteis described in Section 4, while Section 5 discusses the
simulation. The likelihood function used to compare datd simulation is discussed in Sections 6 and 7, and Section 8
explains how the search for the best solution was perforrBedtion 9 compares the result with an independent probe of
the dust concentration in ice [5]. Finally, Section 10 dss®s the uncertainties of the measurement, Section 1Ingsese
data-simulation comparisons, and Section 12 summarieragtult.
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Figure 1: The IceCube Neutrino Observatory, final configaratAlso shown is the AMANDA array, precursor

to IceCube, which ended operation in 2009.
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Figure 2: Left (a): simplified schematics of the experimesgtup: the flashing sensor on the left emits photons,
which propagate through ice and are detected by a receieingps on the right. Right (b): example photon
arrival time distributions at a sensor on one of the neatgsgs (122 m away) and on one of the next-to-nearest
strings (217 m away; histogram values are multiplied by ofaaf 10 for clarity). Dashed lines show data and
solid lines show simulation based on the model of this worith(\Wwest fit parameters). The goal of this work
is to find the best-fit ice parameters that describe thesehdisons as observed in data simultaneously for all

pairs of emitters and receivers.

2 Instrumentation

The data for this analysis were obtained in 2008 when Ice€absisted of 40 strings, each with 60 DOMs, as shown in Fig.
3. Each of the DOMs consists of a 10” photomultiplier tube BNB] facing downwards and several electronics boards
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enclosed in a glass pressure sphere [1]. The main board @leébtonics includes two types of digitizers for recording
PMT waveforms as well as time stamping, control and comnatiuins [7]. The first 427 ns of each waveform is digitized
at 300 megasamples per second by fast ATWD chips (analogigratnvaveform digitizer, see [7]), and longer duration
signals are recorded at 25 megasamples per second by thel@s(fast analog-to-digital converter, or fADC for short)
chips. The system is capable of resolving charge of up to 3@foglectrons per 25 ns with precision limited only by the
properties of the PMT4.€., 1 photoelectron is resolved with 25% uncertainty in charge). Both the ATWD and fADC use
10 bits for amplitude digitization. However, the ATWD usésde parallel channels with different gains (with a factbr o
about 8 between) and has a finer time resolution than the fAD@hly 3.3 vs. 25 ns bin width). The main board contains
two ATWD chips on each DOM, ensuring that a waveform can bendsx with one chip while the other one is read out,
thus reducing the sensor dead time.
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Figure 3: Left: Top view layout of IceCube in the 40-stringnéiguration in 2008. String 63, for which the
DOMs emitted flashing light in the study presented here, éswhin black. The nearest 6 strings are shown in
brown. The dashed lines and numbers 2009 and 2010 in thegefefindicate the approximate location of the
detector parts deployed during those years. Right: a tpic flasher event, DOM 46 on string 63 flashing.
The larger circles represent DOMs that recorded larger rusnbf photons. The arrival time of the earliest
photon in each DOM is indicated with color: early times arevgh in red while late times trend to blue.

Each DOM includes 12 LEDs on a “flasher board” that producegullight detectable by other DOMs located up to
0.5 km away. The primary purpose of the measurements witietfi@shers is calibration of the detector. These calibratio
studies include determining the detector geometry, viewgfthe calibration of time offsets and the time resolutieTjfying
the linearity of photon intensity measurement, and extngdhe optical properties of the detector ice (this paper).

Depending on the intended application, flasher pulses cgmdggammed with rates from 1.2 Hz to 610 Hz, durations
of up to 70 ns, and LED currents up to 240 mA. The corresponttiteg output from each LED ranges from beld@®
to about10'® photons. The programmed current pulse is applied to eadvidinél LED through a high-speed MOSFET
(metal-oxide-semiconductor field-effect transistorydriwith a series resistor. The voltage across the resist@corded
by the DOM’s waveform digitizer to precisely define the onskeach pulse. Figure 4 shows laboratory measurements
of the optical output time profiles from short and wide puls@silses exhibit a characteristic rise time of 3—-4 ns and a
small afterglow, decaying with a 12 ns time constant. Theavegst pulses achievable have a full width at half maximum
(FWHM) of 6 ns.

The wavelength spectrum has been measured for the LED bigfirigethe glass pressure sphere and was found to be
centered at 399 nm with a FWHM of 14 nm (see Fig. 5). This wangtlewas chosen to approximate the typical wavelength
of detected Cherenkov photons (as discussed and shown.iB BigJow). To supplement data from the standard flashers,
16 special DOMs were constructed and deployed with LEDsdimat at 340 nm, 370 nm, 450 nm, and 500 nm. Data from
these special flashers were not used in the analysis of thes pat will be used in future analyses of wavelength-depahd
effects.

The 12 LEDs in each DOM are aimed in six different azimuth aagWith60° spacing) and along two different zenith
angles. After correcting for refraction at interfaces bedw air, glass and ice, the angular emission profiles peak) dhe



05+

Photons per unit time (arbitrary units)

oL . d N —

Time (nsec)
Figure 4: Flasher light output time profile for pulses of miim and maximum width. The relative height of the short pulse

has been scaled so the leading edges are comparable. Ttiamemaant was performed using a small PMT (Hamamatsu
R1450) after optical attenuation of the pulses to fac#itaunting of individual photons.
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Figure 5: Wavelength spectrum of light emitted for a DOM @tigrg at a mainboard (MB) temperature-ei5° C. The
y-axis shows the average number of photons detected per piuilse LED light.

horizontal direction for the 6 horizontal LEDs adé® above the horizontal for the 6 tilted LEDs. The angular sgrisa
reduced by the refraction and is modeled using a 2-D Gausgsddite with o = 10° around each peak direction. During
the DOM deployment and freeze-in within the glacial ice sheése azimuthal orientations of the DOMs are not controlled
and are initially unknown. The orientation of each DOM, anerefore the initial direction of emitted light from eachDE

is determined to a precision of abol{t® by flashing individual horizontal LEDs and studying the ligirival time at the
six surrounding strings. Here one relies on direct lightfran LED facing a target arriving sooner than scattered figimb
one facing away.

3 Flasher data set

The data set used in this paper includes at least 250 flashrasefach DOM on string 63. DOMs were flashed at 1.2 Hz
in a sequence, using a 70 ns pulse width and maximum brightid®e six horizontal LEDs on each flasher board were
operated simultaneously, creating a pattern of light withraximate azimuthal symmetry around the flasher stringshrl



sequences for DOMs at different depths were overlappingveuné sufficiently displaced in time that pulses of observed
light were unambiguously assigned to individual flashers.

As seenin Fig. 6, there is a substantial variation amonghheges collected in DOMs at approximately the same depth
as the emitter on the six surrounding strings. Some of thiati@n is due to relative differences in light yield between
LEDs, and some is due to differences in distance to, and ddpthe six surrounding strings. Other reasons may include

non-homogeneity of the ice.
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Figure 6: Charge collected by DOMs on the six nearest str{ig$.8 — 126.6 m away, triangles) and six
next-to-nearest string211.4 — 217.9 m away, circles), observed when flashing at the same positiiring

63.

The pulses corresponding to the arriving photons were eedegrom the digitized waveforms and binned in 25 ns bins,
from 0 to 5000 ns from the start of the flasher pulse (extrafrwa the special-purpose ATWD channel of the flashing
DOM). To reduce the contribution from saturated DOMs (mdstioich were near the flashing DOM on string 63) [6], and
to minimize the effects of the systematic uncertainty ingtmeulated angular sensitivity model of a DOM, the photoradat
collected on string 63 were not used in the fit. A DOM becomésrated when it is hit by so many photons that the charge
in its digitized output is no longer proportional to the nuenbf incident photons.

The angular sensitivity model specifies a fraction of phetitrat are detected at a given angle with respect to the PMT
axis. Itaccounts for the nominal DOM sensitivity measurethie lab, modified by the scattering in the column of re-froze
ice (see Fig. 7 and further discussion in section 5). Vamntiin the angular sensitivity model have a large impact en th
simulated DOM response to the photons arriving along the RMS (straight into the PMT or into the back of a DOM),
while the response to photons arriving from the sides of & B much less affected.



4 Six-parameter ice model

This section overviews the ice parameterization introduod4], which in this paper is referred to as the six-paramet
ice model. The ice is described by a table of depth-depemm#eatmeters,. (400) andaq,st (400) related to scattering and
absorption at a wavelength of 400 nm, by the depth-depemdktive temperaturér, and by the six global parameters
(measuredin [4])a, &, A, B, D, and E, which are described below. The thickness@fdth layers was somewhat arbitrarily
chosen to be 10 m. The scattering and absorption coefficdémtach ice layer are best interpreted as the average of their
true values over the thickness of the ice layer. The chosehrtbéss of 10 m is the same as the value chosen in [4] but
smaller than the vertical DOM spacing of 17 m. Due to smalltdegfsets between the DOMs on different strings, we
retain at least 1 receiving DOM per layer.

The geometrical scattering coefficidrdetermines the average distance between successives¢asie'v). It is often
more convenient to quote the effective scattering coefficie = b - (1 — (cos 6)), whered is the deflection angle at each
scatter. The absorption coefficientletermines the average distance traveled by a photon hefeabsorbed (a/a).

The wavelength dependence of the scattering and absomatigfficients is given by the following expressions (for
wavelength\ in nm). The power law dependence is predicted by theoraticalels of light scattering in dusty ice. The
power law dependence on photon wavelength was verified iAMNDA study, using light sources with several different
frequencies [4]. The effective scattering coefficienthaite global fit parameter, is

be() = bo(400) - (4_30>_a

The total absorption coefficient is the sum of two componeote due to dust and the other a temperature dependent
component for pure ice [4]:

. AN\
a(A) = agqust(A) + Ae B2 (140.01-67),  with  aquss(N) = daus: (400) - (4_00> .

The parametefr above is the temperature difference relative to the depiY80 m (center of AMANDA):
or(d) =T(d) — T (1730 m).
The temperaturé’(K) vs. depthd(m) is parameterized in [8] as:
T = 221.5—0.00045319 - d + 5.822 - 107° - >

The two remaining global parametef3,and E, were defined in [4] in a relationship establishing a cotietebetween
absorption and scattering,st (400) - 400* ~ D - b.(400) + E, but are not used in this paper.

This work presents the measurement of the valués(@b0) anda(400) based on data taken at a wavelength of 400 nm
and relies on the six-parameter ice model described aboggttapolate scattering and absorption for wavelengtheroth
than 400 nm.

5 Simulation

The detector response to flashing each of the 60 DOMs on #ingenerated a large data set that required very fast
simulations such that many different sets of the coeffisign400) andaq.st(400) could be compared efficiently with the
data. A program called PPC (photon propagation code, seendppA), was written for this purpose. PPC propagates
photons through ice described by a selected set of paranadtass forb.(400) andaqys;(400) until they reach a DOM or
are absorbed. When using PPC, no special weighting schememaloyed except that the spherical DOMs were scaled up
in radius by a factor of 5 to 16, depending on the requiredtingrecision, and the number of emitted photons was scaled
down by a factor of? to 162, corresponding to the increased area of the DOM.

1Special care was taken to minimize any bias on photon atiives by oversizing DOMs. First, we oversize DOMs in the dign perpendicular to
the photon direction in order to avoid an artificially reddq@opagation path before reaching the receiver. Stillhéworst case, an increase in size by
a factor of 16 above to the nominal DOM dimensions may intoeda maximum bias of16 — 1) - 16.51 cm / 22 cm/ns=11.3 ns towards earlier arrival
times (for a DOM with radius 16.51 cm and for speed of lightde of 22 cm/ns). However, on average this error is smalleradditional consideration is
the overestimated loss of photons if they would get absovidezh entering an oversized DOM. Therefore we allow the pi®to continue propagating
even after hitting an oversized DOM.
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Figure 7: Angular sensitivity of an IceCube DOM wherés the photon arrival angle with respect to the PMT
axis. The nominal model, based on a lab measurement, is fipegh#o 1.0 aicosn = 1. The area under both
curves is the same.
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Figure 8: Left: optical module acceptance: fraction of pimstarriving from a direction parallel to the PMT axis
(atcosn = 1) that are recorded. Note that the acceptance here is meanhide the glass and gel transmission
and the PMT quantum and collection efficiencies. The acoepté substantially lower at the peak than the
roughly 20-25% quantum efficiency of the PMT alone becauisegiven with respect to the photons incident
on a cross-section of a DOM, which is larger than that of a PRIght: number of Cherenkov photons emitted
by one meter of the simulatdsire muon track (i.e., muon without secondary cascades), ceedolith the
optical module acceptance. The integral under the curvé3e photons.

The relative angular sensitivity of the IceCube DOM was niedl@ccording to the “hole ice” description of [9], which
is shown in Fig. 7. The “hole ice,” a column of ice approxinkat@0 cm in radius immediately surrounding the IceCube
string, is described by taking into account an increaseduatnaf scattering (with effective scattering length of 50)ana
an empirical modification to the effective angular seniiticurve of the receiving DOM.

The DOM acceptance is defined as the fraction of photonséntionto the cross-section of a DOM that cause a signal
in the PMT. This fraction accounts for the losses due to tlasghnd gel transmission, and includes PMT quantum and
collection efficiencies. It was calculated according toffg]la DOM of radius 16.51 cm. At 400 nm the DOM acceptance
for the photons arriving at the PMT along its axis is 13.15%isTcorresponds to the hominal angular sensitivity curve
of Fig. 7 peaking at 1.0 fotosn = 1. Additional considerations, including partial shadowofghe DOM surface by the



supporting cables, lower this value by 10%.

The actual number of isolated photoelectrons recorded b®®&l 3 reduced a further 15% because of losses due to the
discriminator threshold. The counting efficiency for smghotons incident on a DOM is thus 13.15%.9 - (1-0.15) =
10%. The peak of the amplitude distribution for one photoiete is used to normalize this distribution and is henaéfor
used as a unit called p.e. The discriminator threshold iss@t25 p.e. The mean value of the amplitude distribution is
found at 0.85 p.e., and &f - 0.85 p.e. for /N photo-electrons recorded in one sensor. Thus, the fracfioharge recorded
in multi-photoelectron records is the same as the recondadién of the number of isolated photoelectrons, 0.85. In a
multi-photoelectron dominated situation this number carubed to convert from photoelectrons to amplitude in the p.e
unit. The product of this value and the two factors listedhia previous paragraph, 13.15%.9 - 0.85 = 10%, is the
“effective acceptance,” and is applied later (see sectjon 8

Naturally abundant cosmic ray muons which reach the deptheofletector produce Cherenkov light in a broad wave-
length spectrum and may be used to test the ice model. Faegtedresented in section 11, we simulate the light emitted b
muons according to the following method. The Cherenkov@metvere sampled from a convolution of the wavelength de-
pendence of the DOM acceptance with the Cherenkov photatrsipe (see Fig. 8 right) given by the Frank-Tamm formula
[10]:

dN 2o,
Dl 2 sin? 0,
The muon light production is treated via the use of the “difeclength” (dl), as described in appendix B. The phase
refractive indexn,, used in the formula above (defining the Cherenkov angi®. = 1/n,) and the group refractive
index,ng4, used in calculation of the speed of light in the medium, vestimated according to formulas from [3]:

np = 1.55749 — 1.57988 - A + 3.99993 - A* — 4.68271 - \* + 2.09354 - \*

ng =ny - (14 0.227106 — 0.954648 - A + 1.42568 - A2 — 0.711832- A®).

The distribution of the photon scattering angles modeled by a linear combination of two functions commausggd
to approximate scattering on impurities:

p(cos€) = (1 — fsi) - HG(cos 8) + fs - SL(cos6).
The first is the Henyey-Greenstein (HG) function [4]:

1 1—g?
2[1+ g% —2g-cosf]3/2’

HG(cos ) = with g = (cosb),

which can be analytically integrated and inverted to yieldhlue ofcos @ as a function of a random numbguniformly

distributed on interval0; 1]:
1 1-g¢2\>
cosf = — 1—|—g2—<—> , §=2-¢£—1.
2g 1+gs

The second is the simplified Liu (SL) scattering function][11

SL(COSG)zl—;a-(l—'—;OSQ) ,  Wwith a:%, g = {(cos @),

which also yields a simple expression fox 6 as a function of a random numbgge [0; 1]:

g —9. 0 _ i _l-g

cosf =2-¢ 1, with ﬁ_l—f—g'
Figure 9 compares these two functions with the predictich@Mie theory, with dust concentrations and radii distfitos
taken as described in [4]. The photon arrival time distiitmg are substantially affected by the “shape” paramgfe(as
shown in Fig. 10), making it possible to determine this paetanfrom fits to data.

A value ofg = 0.9 was used in this work (cfy = 0.8 in [4]). A higher value, 0.94, is predicted by Mie scattering

theory [4, 12], but results in slower simulation and almasthanged values of the effective scatterib @nd absorption
(a) coefficients, as shown in [4].
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Figure 9: (left) Comparison of the Mie scattering profilekcatated at several depths of the South Pole ice with
the Henyey-Greenstein (HG) [4] and simplified Liu (SL) [1&a#tering functions. In eacly,= 0.943.

Figure 10: (right) Photon arrival time distributions at a M@ocated 125 m away from the flasher, simulated
for several values of = (cosd) and fs.. The difference in peak position simulated with= 0.8 andg = 0.9
is of the same order{ 10 ns) as that between sets simulated with different valuelseo§ihape parametgs, .

6 Likelihood description

Consider the amount of charge received by DOM time binn when flashing DOMk. This charge is measured by taking
data with a total photon count dfin n, flasher events and a per-event expectation0f This charge is predicted by the
simulation with a total photon count &fin n, simulated events and a per-event expectatign,ofNaively one expects the

best approximations to; andy, from data and simulated events tojag= d/ng andus = s/ns.

The error in describing data with simulation (i.e., desioigbiy with ;) is approximately20 — 30% (estimated as
described later in section 10). One quantifies the amounisafjdeement between data and simulation in the presence of
such an error with agfnk Omitting the indices, n, andk, this is given by:

o (Inpqg— In p15)*
o2 '

The uncertainty due to this systematic error can be modeidayprobability distribution function

1 —(In pq —ln,uS)Q
exp 5 .
V2mo 20

Given thatu, and i, are not known, and the measured valuesdaaed s, one formulates the likelihood function that
describes counts measured in both data and simulation as

s d 2
(/J’SnS) 67#’5”3 . (Md'fld) e*.“fdnd . 1 eXp —(h’l l"’d B 1n /J’S) .
s! d! V2mo 202

Taking the negative logarithm, this becomes:
1
Ins! 4+ psns — sln(psns) + Ind! + pgng — dIn(pgng) + 357 In? % + In(v2m0) = F.
o s
The functionF (us, pq) can be easily minimized against and ., yielding estimates of these quantities. To demon-

strate this, the derivatives éf are first calculated and set to O:

F 1
Msa— :/‘sns_s__ln@ =0,
8,&3 o2 Ms



oF 1
= = pang — d + —QIH@ =0.
8/.Ld g Ms

The sum of theseu(;ns + pgng = s + d) yields an expression gf; as a function ofss. Plugging it into the first of the
above two equations one gets

OF 1
f= /‘S (NSa pa(ps)) = psns — s — 52 In m

This equation can be solved with a few iterations of the Ne¥stooot finding method starting with a solution to

s+d
Ne +ng

ps = pa(ps):  ps = pa =
At each iteration the value of; is adjusted by-f / f/, where the derivative is evaluated as
1 1 1
! 14+ —= .
f= ( * o? (Nene * Hdnd ))
Once the likelihood function is solved for the best valueg.pfand 14, they may be inserted into the expression for

X?,n,k above. One can now write the complgtefunction (adding the regularization termRs described in the next section)
as a sum over DOM§g used in the analysis, multiplied by time binswhen flashing DOM4:

XQZZ(ln,ud In p15)? n Z o, R

i,n,k j={r,u}

7 Regularization terms

Two regularization terms (see, e.g., [13]) are added toikedilood function described in the previous section. Th#t fi
term suppresses the fluctuations of scattering and absorpoiefficients with depth in under-constrained ice layérss
formed from terms that are numerical expressions for sedendatives of scattering and absorption with respect & th
position of the ice layer:

N—

—

[(Inbefi — 1] — 2 - Inbe[i] + Inb[i + 1])*
i=2
+(In aquse[i — 1] — 2 - In aqust [i] + In aquse [i + 1])%] .

HereN is the number of ice layers in whic¢h andaq.s; are defined.

The second term is used to suppress fluctuations in the diagfaiq,s; VS. be, enforcing the notion that both are
proportional to the dust concentration. It is constructedmexcess of the sum of distances between the conseclitive po
(In b, In aqyst) Over the shortest distance connecting the end points:

N—-1
R,=—D(L,N)+ Y _ D(j,j+1),

j=1

where D(ji1,j2) = /(Inbe[j1] — I be[j2])2 + (In aquse[j1] — In aquss[ja])?.

The points(ln b, In aqyst) are sorted by the value &f b, + In aqust and shown in the above sum with the indéx.

Both terms affect the resulting scattering and absorptaefficients by on average less than 2% at detector depths at
their chosen strengths, ,,. Deviations larger than this, up to 19% were observed in ¢éiggon of particularly dusty ice
around the depth of 2000 m. The size of the effect has beefieceby re-running the fits without including the terms. The
regularization terms are likely to become more importattéf thickness of ice layers (10 m in this work) were chosen to
be much smaller than the spacing between DOMs on a string J17 m
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8 Fitting the flasher data

The six horizontal LEDs within a single DOM flashing at maximbrightness and width nominally emit abeus - 101°
photons [1]. After accounting for the effective DOM acceqa (as explained in section 5), these photons result inrgeha
amplitude of4.5 - 10° p.e., which henceforth is traced s - 10° “photons” that each result in an amplitude of 1 p.e. Using
a DOM size scaling factor of 16, only76 - 107 photons need to be simulatetb¢ = 256 times fewer).

Simulating 9765625 photons, with a scaling factor of 16y&sponds t®.5 - 10° photons simulated for actual-size
receiving DOMs, or.5 - 10'° real photons leaving the flasher DOM (after accounting fereffective acceptance of the
receiving DOM). This is defined as a “unit bunch” of photonsijet is simulated in approximately 1 second on a single
GPU (see appendix A).

In the following discussion, a “photon yield factorp,() is the number of unit bunches that corresponds to a given
number of real photons. For instande; - 10'° photons emitted by a flasher board correspond to a photou fgetor of
py = L.8.

Data from all pairs of emitter-receiver DOMs (located in 8#ne or different ice layers, amounting to about 38700
pairs) contributed to the fit to 200 ice parameters (scaitjesind absorption in 10 m layers at detector depths of 1450 to
2450 m). Twoy? functions were used in fitting the datgg was constructed with one term from each emitter-receivier pa
(using the total recorded charge) apfiwas constructed with the recorded charge split in 25 ns Bitsough x? more
completely used the available informatiof, was found to be somewhat more robust with respect to statistiictuations
in the simulated sets and was faster to compute. T;h?ywas used in an initial search for a solution, withapplied in the
final fits.

Both b.(400) andaqy,st (400) are roughly proportional to the concentration of dust (thasild be precise if the dust
composition in the ice were the same at all depths). Thisvats the following simplification in the initial search e
minimum ofxg: in each layer both. (400) andaq.st(400) are scaled up or down by the same relative amount, ranging
from 1-40%, preserving their ratio to each other.

Starting with some initial values @£ (400) o aq4ust(400) and somey,,, tof, fsi:
Using x; find best values df(400) ~ aqust(400)
Using x; find best values by, tof, fst, Qscar Qabs:
py.  photon yield factor
toff:  global time offset for all flasher pulses
fsL:  shape parameter of the scattering functia
asca:  Scaling of scattering coefficient table
aaps:  Scaling of absorption coefficient table
repeat this box until converged-(3 iterations)
Using x?, refine the fit withb. (400) andag.s (400) fully independent from each othe.

=)

Table 1: Flow chart of the global fit procedure to ice/flashamameters.

Starting with homogeneous ice describedtpd00) = 0.042 m~! and aqus:(400) = 8.0 km~! (average of [4] at
detector depths), the minimum gf is found in about 20 steps. At each iteration, the valuds @f00) andaq.s: (400) are
varied across consecutive ice layers, one layer at a time fiéishing DOMs closest to the layer in which the properties
are varied are used to estimate the variation ofythe Figure 11 shows fitted ice properties after each of 20 stéfiseo
minimizer.

The search for the minimum of? is performed next in the parameter space of the overall tifisetofrom the flasher
start time {.¢), photon yield factor j,), shape parameterfd.) of the scattering function (see section 5), and scaling
coefficientsog., anda,s applied to the depth tables &f(400) andaqys: (400).

Theb.(400) andag,st (400) of the solution are scaled with coefficients., anda.y,s to produce the likelihood profiles
shown in Fig. 12. From this figure, it is apparent that usirgttiming information is necessary to resolve batf00) and
adust (400). The minimum ofxg has an elongated shape, and the direction of its longesisateis determined. The point
on the line drawn in this direction through the minimurmjfis chosen to minimize the?. The global scaling factoks,..
anda.ps corresponding to this point are used to rescale the stdttimgogeneous ice” values 6£(400) andaq,s; (400).
The entire procedure is then repeated.

The solution is finally refined by varyinig (400) andag,s:(400) at each step of thg? minimizer four times (combi-
nations ofb. + db. andagust £ dadust, With b, /be anddaqust/aaust = 1 — 2%). The entire procedure described above is

11
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Figure 11: Left: values 0b.(400) and a(400) vs. depth after 20 steps of the minimizer. The black curve
shows fitted values after the last step of the minimizer. Riglobal Xﬁ values achieved after each step of the
minimizer. The starting “homogeneous ice” valueli84 - 10°. Regularization termg,.,, use the scale on
the right. Also shown are the Poisson terms for simulatioth daa (Il 4) and the full likelihood including

all terms (llhy;). The x? changes suddenly when the number of simulated flasher eigeimsreased, but
ultimately decreases as the minimizer steps through thativ@s. Note that for iteration steps 1-10, only 1
flasher event is simulated. For steps 11-15 and steps 16e2@mMs and 10 events, respectively, are simulated.
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Figure 12: Likelihood functions in the vicinity of their nima constructed using only charge information (left),
and using full timing information (right). The values are®m on a log scale (with colors and contours). The
ranges of values shown arg; = 1.43 - 10" to 1.51 - 10° (left) andx7 = 1.05 - 10° to 4.01 - 10° (right).

also outlined in Table 1.

The best fit is achieved fgr, = 2.40 £ 0.07. Since the best value @i, is also calculated by the method above, the
resulting table ob.(400) andaq.st(400) values is independent of a possible constant scaling fattbe charge estimate
or the absolute sensitivity of a DOM. The best fit values ofatier parameters atgr = 13 £+ 2 ns andfs,. = 0.45 +0.05
(see Fig. 13). The typical agreement of data and simulatéseth on these parameters is demonstrated in Fig. 2b.
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Figure 13: Behavior of? andxfl in the vicinity of the fit minimum vstq, p,, andfs.. All plots are shown on
alinear scale. Horizontal dotted lines show thkr range due to purely statistical fluctuations in the simatati
estimated for the best-fit model. The minimumtjp and fs, is a feature ofy; but noty?.

9 Dustlogger data

Several dust loggers [5] were used during the deploymerikaffshe IceCube strings resulting in a survey of the streestu
of ice dust layers with an effective resolution of approxieha2 mm. These layers were then matched across the detector
to provide atilt map of the South Pole ice, as well as a high-degarage dust log (a record of a quantity proportional to
the dust concentration vs. depth). Additionally, the Easiriding Maud Land (EDML, see [5]) ice core data were used to
extend the dust record to below the lowest dust-loggeriaedipoint (taken at a depth of 2478 m).

The table of dust layer elevations (ttik map) taken from [5] provides the layer shift (relief) from its giton at the
location of a reference string, at a point distan@avay from this string, along the average gradient direatid??5 degrees
SW (see Fig. 14). The-coordinate of a given layer atis given byz, = zy + relief(zo, r). Between the tabulated points,
zr Was calculated by linear interpolation 49 andr. The equation was solved by simple iteration resulting iakaet of
z0(zr) — 2z VS. 2z, given at several points along the gradient direction. Comdbiwith the dust depth record at the location
of the reference string (at= 0), this yields a complete description of the dust profile id around the detector (assuming
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that the concentration of dust is maintained along the Byer

800

D
o
o

D
o
o

200

o

-200

R

-400

z-coordinate at string 50 [ m ]

- Relief x3

100 200 300 400 500 600 700 800 900
meters from hole 50 along tilt gradient

-600

(4002 measured with flashers
average dust log (scaled to position of hole 63)

0
1200 1400 1600 1800 2000 2200 2400 2600
depth [ m]

Figure 14: Top: extension of ice layers along the averagdignadirection. Relief is amplified by a factor of
3 to enhance the clarity of the layer structure. The lowaarahown exhibits a shift of 56 meters between its
shallowest and deepest points (which is the largest shiftl ddyers shown in the figure). Bottom: comparison
of the average dust log with the effective scattering caeffi. (400) measured with the flasher data.

The correlation between the effective scattering coefitaieeasured with the IceCube flasher data and the average dust
log (scaled to the location of string 63) is excellent, asnshin Fig. 14. All major features agree, with well-matchesing
and falling behavior, and are of the same magnitude. Somerrfeatures are washed out in the flasher measurement.

With an established correlation to the average dust log:L-extended version of the log was utilized in construct-
ing an initial approximation (replacing the “homogeneaes’) used by the fitting algorithm described in section 8.sThi
resulted in the recovery and enhancement of several featutee scattering and absorption vs. depth that were pushjio
unresolved. Additionally, the solution is now biased tosgathe scaled values of the extended log (instead of the some-
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what arbitrary values of the initial homogeneous ice appnaxion) in the regions where the flasher fitting method has no
resolving powetr, i.e., above and below the detector.

10 Uncertainties of the measurement and final result

To study the precision of the reconstruction method, a séaslier data was simulated with PPC (250 events for each of
the 60 flashing DOMSs). The agreement between the simulatbteaonstructed ice properties is within 5% at depths of the
instrumented part of the detector (see Fig. 15). Due to tamdrtically lower number of recorded photons in the layecef i
containing the most dust, at around 2000 m @bs& peak), additional simulation was necessary to reconstructdbal ice
properties: 250 events per flasher were used withirdtisepeak, whereas only 10 events per flasher were used elsewhere.
Up to 250 simulated events per flasher were used to achielmtigossible precision of the final result shown in Fig. 16.

— 0.3

1400 1600 1800 2000 2200 2400 2600

0 : : ‘ : I : |

1400 1600 1800 2000 2200 2400 2600
depth[ m ]

Figure 15: Reconstructed ice properties in black for siteadlasher events with input ice properties in red.
The ice properties in théust peak are reconstructed correctly with 250 simulated events pshér. The blue
dashed curve shows the result achieved with only 10 simdiatents per flasher.

This verification approach was used to quantify the unaetstan the measured values f(400) anda(400) due to the
lack of knowledge of the precise flasher output timing proffR@constructing the simulation, which used the 62 ns-wide
rectangular shape of the flasher pulse, with a hypothesisathphotons are emitted simultaneously at flasher stam,tim
leads to maximal systematic shifts in the obtained effeditattering and absorption coefficients of roughly 6.5%.

Several pulse extraction methods, with and without coimgdor PMT saturation (using the saturation model of [6]),
were tested for extracting photon hits from the flasher datdthe ice properties were reconstructed for each and cechpa
This provided an estimate of about 4% for the uncertainthénheasured ice properties (effective scattering and ptisor
coefficients) due to detector calibration and pulse extadin waveforms of up to 1000 photoelectrons). We note that
reconstructing the data with the azimuthally symmetricdvfold “star” pattern of flasher LED light leads to no disciéta
difference in the resultantice properties. Further, stheeDOMs on the flashing string are not used in the fits, theifice
between the ice properties reconstructed for nominal ar teel angular sensitivity models is negligible.

Finally, the uncertainty due to statistical fluctuationshe sets simulated during the reconstruction proceduresire
mated at roughly 5-7%. This uncertainty could be reducel mibre simulated events per flasher (at least 10 were sindulate
for each configuration, compared to 250 events present a).dabwever, given that the entire fitting procedure cutyent
exceeds 10 days of calculation to produce a result, the nuaflsémulated events represents a limiting constraint.

The effective scattering and absorption parameters of ieasared in this work are shown in Fig. 16 with thé0%
grey band corresponding tblo combined statistical and systematic uncertainty at mgsthde(values of 6.5%, 4%, and
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5 — 7% explained above are added in quadrature to result in auntartainty estimate of 9470.6%). The uncertainties
may be somewhat larger than this average value in the layeigier ice, since many of the detected photons are likely t
spend more of their travel time in the adjacent layers ofrdedce (thus resulting in a weaker constraint of the progert

of a dirtier ice layer). The uncertainty increases beyomdstown band at depths outside the detector, above 1450 m and
below 2450 m.

Figure 16 also shows the AHA (Additionally Heterogeneouseéyption) model, based on the ice description of [4],
extrapolated to cover the range of depths of IceCube andegedth a procedure enhancing the depth structure of the ice
layers. The AHA model provided the ice description used fanité Carlo simulations of IceCube data prior to this work.

How well we fit the ice properties is limited by our ability togperly simulate all propagation and instrumental effects
Not all effects are accounted for, as it appears, in the aisfyresented here, despite the simplicity of the physicdeino
involved. In order to estimate the error in the descriptibthe data with the fitted model, we created a histogram (see
Fig. 17) of the ratio of simulation to data for sufficientlyrd@ charges, minimizing statistical effects. The widthldét
histogram, estimated to be around 30% of the received chaageesents the “model error” and enters the fit as a paramete
in the likelihood function (see section 6).

It is not possible to translate all of this model error inte tincertainties in the measured parameters since we can only
estimate uncertainties from the known causes (e.g., byingtpe parameters of the PMT saturation model). During our
investigation of the discrepancy demonstrated in Fig. X/found evidence of different propagation properties oftphe
in different directions inside the detector. Nevertheléiss uncertainties given above are still applicable to ayer(over
all directions) values of effective scattering and absgomtThe resulting situation compels us to report both thraipater
uncertainties{10%), and the average model errer30%, when describing the flasher data as shown in Fig. 17).

11 Comparison of full-detector simulation to muon data

To investigate the accuracy of the resultant ice model ircrigisg actual IceCube data, analyses were performed that
compared experimental muon events with simulation. Atrhesip muons are a source of physics events for IceCube but
represent a background for neutrino analyses. In the 2088r#@ configuration, atmospheric muons triggered |ceCaib

a typical rate of 1 kHz, and therefore a large statisticahdat was available for comparisons between measured mten da
and simulations of cosmic ray induced muons. The simulataye based on the assumed propagation of optical Cherenkov
photons through the ice but also depend on assumptionsitiatle the energy, multiplicity, and angular distributadfrthe
muons.

The simulation chain begins with the production of atmosighmuons from cosmic ray air showers using the COR-
SIKA software [14], followed by propagation of the muonshwihuon Monte Carlo (MMC) [15] and generation of photons
according to a Cherenkov spectrum and their propagatiom phiotonics [9] or PPC [16]. Finally the photons are de-
tected and digitized by the DOM simulator. To compare défgrice models and photon propagation techniques, only the
parameters relevant for the photon propagation are varisuiiulation, while all other settings remain fixed.

11.1 DeltaT distributions

A relatively generic method to compare ice models and exampecific ice properties described here utilizes DeltaT
distributions. DeltaT is defined as the time difference lesmvfirst hits on adjacent DOMs on the same string. A positive
DeltaT represents a photon that strikes the upper DOM fatblay a photon strike of the DOM directly below. This method
permits close investigation of basic photon timing infotimawithout requiring ice-model-dependent muon recarciton
techniques. The distribution of DeltaT values for downgoinuon data taken with the 59-string detector configuration
during September 2009 is shown in Fig. 18. The tails of thégritliution consist of relatively long-lived photons andhtain
information about the bulk ice properties, such as scatjeaind absorption. On the other hand, the peak of the diitsibu
consists of photons that travel from source to DOM with featsars (i.e., “direct” photons), and is relatively invarido

the depth-dependent bulk ice properties. Figure 19 ihist this relationship throughout all detector depths.

Full-detector Monte Carlo simulation was generated fofiedént ice parameters to examine their effects on the shape
and height of the peak in the DeltaT distribution. Figures230show the peak shape for data and various simulation
models. The description of the ice denoted as SPICE2x wastanriediate model in this analysis, and is characterized by
similar scattering and absorption lengths to those of tHEEMie model, which is the final result. In SPICE2x, a Henyey-
Greenstein (HG) scattering function is used instead of ealicombination of the HG and SL functions. Additionally,
SPICE2x has an average scattering angle ef (cos #) = 0.8 instead of 0.9 (used in the final result), and lacks the global
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Figure 16: Values of the effective scattering coefficieritt00) and absorption coefficiea{400) vs. depth for

a converged solution are shown with a solid line. The rangeabfes allowed by estimated uncertainties is
indicated with a grey band around this line. The updated rinafdd] (AHA) is shown with a dashed line. The
uncertainties of the AHA model at the AMANDA depths Bf30 £+ 225 m are roughly 5% irb. and roughly
14% ina. The scale and numbers to the right of each plot indicatedhesponding effective scatteringb,
and absorption /a lengths in [m].

flasher time offset parameter used in the fit of SPICE Mie. linfahe permutations of the ice properties examined, thg onl
parameters that significantly changed the shape of the peektive hole ice scattering, scattering function compmsiti
and the time offset parameter.
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Figure 17: Histogram of the ratio of the average charge pettemneceiver pair in simulation to data. The
lower histogram has one entry per pair, based on the avetat@dharge. The upper one has one entry per
time bin. Pairs and time bins are used only if the averagegehiarthe data is more than 10 photoelectrons.
The widths of the fitted log-normal distributions are 0.29 &1, respectively.
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Figure 18:Left: DeltaT distribution for muon data. The cutoff4t1000 ns is due to the coincidence trigger window where data f triggered DOM
will only be read out if an adjacent or next-to-adjacent DOBbariggers within a time window of 1000 ns. Right: A zoom leétpeak of the distribution.
The peak is shifted towards positive times because it is dated by direct photons from downgoing muons, which arectidefirst by the upper DOM
and then the lower DOM. The shift roughly corresponds to temrflight time between DOMs.

11.2 Event geometry and time residuals

The simulation data for this study were produced for the ld@Cdetector in its 40-string configuration and is compaved t
data taken in August 2008. This corresponds to roughly 108efearly experimental data of IceCube.

For a generic comparison, it is preferable to use an unbidatal sample. For such purposes, IceCube operates a
Minimum Bias filter stream that selects every event that vea®rded by the DAQ independently of the satisfied trigger
condition. A prescale factor of 2000 was applied to data s&ncomply with bandwidth requirements before sending dat
north via satellite. This analysis used events that pasBga multiplicity condition of at least 8 DOMs within a s time
window that register a hit in coincidence with one of theirtigal neighbors (within 1us). From this data stream, events
that had sufficient recorded information to perform recardions of reasonable accuracy were selected. The smiecti
criteria were based on the zenith angleq 90°) and the likelihood minimum of the standard angular fit [1i¥jaded by the
degrees of freedom (reduced log-likelihoothgl < 8). The resulting median angular resolution of this eventgamas
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Figure 19: DeltaT distributions for DOMs binned in 20 m depths. Widthigte peaks and tails were extracted and plotted vs. deptthéoentire
detector. Left: The full width at 5% of the maximum, corresgimg to the width of the tails, shows a strong depth deperelsimilar to the dust logger
data and the derived scattering and absorption paramd®éght: The full width at half maximum (FWHM) shows very lgtidepth dependence. The
FWHM was computed by multiplying the number of bins and thewidth, resulting in the discrete level structure in thetplo
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Figure 20:The peak region of the DeltaT distribution for the SPICE2xdeishows a lack of direct photon hits compared to the datithétencreasing
the amount of forward scattering (by setting g = 0.95) noréasing the bulk ice scattering by 20% significantly charigegeak height or shape.

better than 2 with a passing rate of roughly 15% of the initially recordedal The comparisons shown in Figs. 24-26 are
based on 130 million events. The absolute normalizatiowdenh experimental data and simulation was affected by large
uncertainties, but for the purpose of this analysis allriigtions were normalized to unity, and the focus was plamed
differences in shape between the curves.

A basic test to examine the influence of ice parameters onithelation is to compare depth-dependent variables
since the optical ice properties characteristically vaithwdepth. Figure 24 shows the distribution of hit DOMs. The
peaks correspond to regions with clearer ice, and the &lialicate ice containing more dust. The simulation thas ase
combination of the SPICE Mie ice model and the PPC photongmatwr shows a significant improvement in agreement
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Figure 21:The peak region of the DeltaT distribution shows sensitdtthe hole ice description. The hole ice is modeled as acagtolumn of ice
with a higher concentration of air bubbles, resulting in@lascattering length of 50 cm. Simulations that assume naribation to scattering due to hole
ice and those with three times the nominal bubble concémtrét the hole ice are shown. The hole ice is thought to iregehe number of direct photon
hits because the increased scattering in the region of tleeit® causes more photons from downgoing muons to be loopHycattered into the PMT
(which faces downward in the DOM), effectively altering #regular sensitivity of the DOM.

with the experimental data. The ratio between Monte Cartbextperimental data histograms is almost flat, except fopa di
around DOM 36, which is a region of high dust concentratiomstherefore poor statistics. Figure 25 shows the distdbut

of thez-coordinate of the center of gravity of all hit DOMs for eastert. A marked improvementin the agreement between
experiment and simulations, in particular in the deep Eepiserved for the SPICE Mie and PPC Monte Carlo.

Similar to the timing distributions for the flasher eventattivere used to extract the ice properties, the distribudfon
arrival times for Cherenkov light from muons can be investiéggl. Here we study the distribution of time residuals, Wi
calculated by subtracting the expected geometrical dtima for unscattered Cherenkov photons (based on the atstiof
the reconstructed track) from the actual arrival time ofdb&ected photons. If the track is reconstructed accurdlelyime
residual is caused by scattering. The slope of the timeuakdistribution is strongly correlated with the opticakabption
length. The new simulation shows an improved overall dption of the experimentally observed timing residuals,fge
26. The plot of the ratio between Monte Carlo and experimelaiia histograms shows an almost flat behavior for the most
relevant time interval up to &s. Note that the distribution is summed over depth so disareips at specific depths may
remain.

12 Conclusions and outlook

The precise modeling of the optical properties of the Sootk Re is crucial to the analysis of IceCube data. The stagte
and absorption coefficients of ice (averaged in 10 m depth)hirere obtained from a fit to the in-situ light source data
collected in 2008. The resultis shown in Fig. 16 and alsogresl in appendix C. The sum of the statistical and systemati
uncertainties in the measured values of the effectiveetagt and absorption coefficients inside the instrumentddme
of the IceCube detector was estimated to be less than 10%.

This analysis builds on the concepts developed in [4], aliekren the wavelength dependence determined there. Unlike
in [4], this analysis uses a global fit to simultaneously déscall of the light source data. It also uses significanttyren
data than [4], both in terms of the number of registered pieémd the number of emitter-receiver pairs.
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Figure 22:The peak region of the DeltaT distribution for SPICE Mie, garing the full model fs;, = 0.45) to the model with only the HG scattering
function (i.e., settingfs;, = 0). The observed effect is thought to be caused by the higladapility of photons scattering through intermediate asgif
20°-40°. Even though the typical muon-to-DOM distance is small carag to the effective scattering length, photons are mkegylito scatter at larger
angles and therefore to be detected.

The high quality of the fit was ensured by careful selectiotheflikelihood function that quantified the differences be-
tween data and simulation within a single model of stati$émd systematic uncertainties. In the course of the ifgegin
we found that determining the shape of the scattering fanand incorporating the ice layer tilt was necessary toeaghi
better model agreement with the data.

We are aware of some systematics issues that are not yedtlgntiderstood (and will be the subject of further studies).
One notable omission from this work is the direct simulatibthe photon propagation in the columns of ice refrozenadou
the IceCube strings. A study of the slight anisotropy hirdedh this report (section 10) is the subject of a forthcoming
publication. Additionally, we have not yet analyzed theadfiom the LEDs with wavelengths other than 400 nm (which
were installed during the final lceCube deployment seasd@0it0). Thus, the new ice model presented here relies on
the previously-established wavelength dependence ofteféescattering and absorption coefficients. However, vee a
encouraged by the significantly improved agreement beta@atnand simulation when using the new ice mode obtained in
this analysis.

A Photon Propagation Code

Four different versions of the program (available from j6gre written: one in C++, another in assembly (for the 32-bi
i686 with SSE2 architecture), and a version that employs\MEDIA GPUs (graphics processing units) via the CUDA
programming interface [18]. The fourth version uses Opefld], supporting both NVIDIA and AMD GPUs, and also
multi-CPU environments. The relative performance of thdifferent implementations (for simulating both flashersl an
Cherenkov light from muons) is compared in Table 2.

The writing of the GPU version of PPC was prompted by a sinplarject called i3mcml [19], which showed that
acceleration by factor of 100 or more compared to the CPY-vaision was possible. After demonstrating impeccable
agreement between test simulation sets made with the Cseirddy, and GPU implementations of PPC, and with i3mcml,
the CUDA version of PPC was chosen for the analysis of thikwora GPU-enabled computer with i7 920 (2.67 GHz)
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Figure 23:The peak region of the DeltaT distribution comparing thel f8RICE Mie fit result to the previous AHA model and the muoredathe fit
to the data is significantly improved with the SPICE Mie model
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Figure 24: Distribution of hit DOMs. The label “OM!" is the number of the DOM on the string, ranging from
1 at the top of the detector to 60 at the bottom. The curves@maailized to one event for a better comparison
of the shape. The plot on the right shows the ratio betweenlation and data.

CPU and 3 GTX 295 NVIDIA cards (6 GPUs).
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Figure 25: Distribution of the-coordinate of the center of gravity of all hit coordinates éach event. The
curves are normalized to one event for a better comparisticeaghape. The plot on the right shows the ratio
between simulation and data.
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Figure 26: Distribution of the time residuals: time delayda scattering of photons arriving from the recon-
structed muon track in data and simulation. The curves amaalized to one event for a better comparison of
the shape. The plot on the right shows the ratio between atioanland data.

C++ Assembly CUDA OpenCl
flasher 1.00 1.25 147 105
muon 1.00 1.37 157 122

Table 2: Speedup factor of different implementations of RB@pared to the C++ version. C++ and Assembly code was
run on 1 core of Intel i7 920 (2.66 GHz) CPU. CUDA and OpenCLew@s run on 1 GPU of NVidia GTX 295 video card.

B Muon and cascade light production

The light yield of the muon and all of its secondaries (iotimalosses and delta electrons, bremsstrahlung, eleptain
production, and photonuclear interaction [15]) with enesdelow 500 MeV is parameterized in [2@]y substituting the

2The formula 7.97 contains a typo; however, the caption witig. 7.56 (B) is correct, with LOG(E) understoodla$E) = log, (E).

23



lengthdi of the Cherenkov-light-emitting segment obare muon of energye with the “effective length”
dlegg = dl - (1.172 4 0.0324 - log, (F [GeV])) .

The parameterization given above was used in the muon stedisection 11. However, we are aware of an updated
parameterization of [21] and list it here for completeness:

dleg = dl - (1.188 + 0.0206 - log, (E [GeV])) .
The light yield of cascades is also parameterized in [20gr of the “effective length”:

dlegr = 0.894 - 4.889/p m/GeV- E [GeV] for electromagnetic cascades
dlegg = 0.860 - 4.076/p m/GeV- E [GeV] for hadronic cascades

These formulae were derived for muons in water, but are diee for propagation in iceo(= 0.9216 is the ratio of the
densities of ickand water). This work relies on newer parameterization ettéscade light yield of [22]

dlegr = 5.21 m/GeV- 0.924/p - E [GeV] for electromagnetic cascades
dleg = F - 5.21 m/GeV-0.924/p - E [GeV] for hadronic cascades

Here F is a ratio of the effective track length of the hadrdni@lectromagnetic cascades of the same ené&rgyt is
approximated with a gaussian distribution with the mé&hand widtho r:

(Fy= 1—(E[GeV]/Eo)™™ - (1—fy), Eo=0.399, m=0.130, fo=0.467,
op = (F)- 8 -log,(E [GeV]) ™, 8o = 0.379, = 1.160.

In order to properly account for the longitudinal developinaf the cascade, the distance from the start of the cascade
to the point of photon emission is sampled from the followdligtribution (ignoring the LPM elongation) [20]:

l=Lyuq- F(a)/b, Lyqqg = 35.8 Cm/p7
wherel'(a) is a gamma distribution with the shape parametd?arameters andb are given by:

a =2.03+40.604 - log,(F), b=0.633 for electromagnetic cascades
a=1.49+40.359-log,(E), b=0.772 for hadronic cascades

All photons are emitted strictly at the Cherenkov angle wétspect to the emitting track segment. These, except for the
bare muon itself, are assumed to be distributed according to

dl/dz ~ exp(—b-x%) -zt with 2 =1— cos(f).

The coefficientss = 0.39 andb = 2.61 were fitted to a distribution of 100 GeV electron cascades f20] (see Fig. 27)
and are fairly constant with energy and are used to desdréokadronic cascades as well.

C Table of results
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depth, [m] 1/b., [m] 1/a, [m] 1758.5 245 83.8 | 21284 346 120.4
1398.4 13.2 451 1768.5 33.5 119.5| 21384 48.4 164.4
1408.4 14.0 48.6 1778.5 36.2 121.6| 21484 532 172.8
1418.4 14.7 53.2 1788.5 354 108.3| 2158.3 46.3 149.2
1428.4 17.0 57.6 1798.5 32.3 113.4| 21683 32.9 108.4
1438.4 16.0 57.6 1808.5 40.2 139.1| 21783 27.4 91.1
1448.4 14.4 52.2 1818.4 44.7 148.1| 21882 305 98.9
1458.4 16.0 60.1 1828.4 345 122.8| 21982 289 94.0
1468.4 20.8 74.6 1838.4 30.6 113.8| 2208.2 351 113.1
1478.4 26.7 96.6 1848.4 275 89.9 | 22182 39.9 134.8
1488.4 34.7 1105 | 1858.4 19.7 71.7 | 22282 48.0 154.1
1498.4 39.7 135.6 | 18685 21.4 70.6 | 22383 53.3 157.6
1508.5 38.7 134.7 | 18785 28.8 959 | 22483 54.8 1805
1518.6 27.8 98.2 1888.5 38.3 116.5| 2258.3 57.9 179.7
1528.7 16.6 64.7 1898.5 38.4 143.6| 22682 61.1 1852
1538.8 13.7 48.5 1908.5 442 169.4| 22782 76.8 227.2
1548.7 13.5 44.3 1918.5 50.5 178.0| 2288.1 79.0 220.8
1558.7 15.7 54.4 1928.5 46.6 156.5| 2298.0 75.6 223.9
1568.5 15.7 56.7 1938.5 36.8 135.3| 2308.0 75.3 256.6
1578.5 14.7 52.1 19485 26.7 103.9| 2318.0 78.0 264.4
1588.5 17.6 60.7 1958.5 20.3 752 | 23280 59.4 193.7
1598.5 21.6 72.7 1968.5 17.4 66.2 | 2338.0 51.8 150.1
1608.5 24.0 78.9 1978.5 16.1 53.7 | 23480 329 1187
1618.5 20.0 68.7 1988.4 9.4 33.6 | 2357.9 239 86.2
1628.5 17.8 66.6 1998.4 10.6 36.2 | 2367.8 28.6 104.0
1638.5 28.9 100.0 | 2008.4 132 440 | 2377.8 325 1197
1648.4 36.9 128.6 | 20185 10.9 404 | 2387.8 445 1406
1658.4 42.1 1482 | 20285 6.8 249 | 2397.9 56.9 2035
1668.4 46.5 165.7 | 20385 55 20.1 | 24080 575 201.8
1678.5 45.4 156.0 | 20485 50 17.9 | 24180 54.3 178.2
1688.5 39.1 1385 | 20585 7.2 28.4 | 24281 613 206.0
1698.5 30.6 113.9 | 20685 9.8 344 | 24381 68.8 2052
1708.5 26.5 90.2 20785 12.2 41.6 | 24482 776 232.1
1718.5 19.3 73.5 20885 21.1 84.4 | 24582 79.8 259.4
1728.5 20.8 75.9 20985 54.3 173.1| 2468.3 89.4 276.1
1738.5 20.1 67.8 2108.5 50.5 180.8| 2478.4 80.7 244.3
1748.5 20.3 68.6 2118.4 335 116.7| 2488.4 56.7 185.2

Table 3: Effective scattering lengttyb. and absorption length/a at 400 nm vs. depth given at they coordinates
corresponding to the center of IceCube array. This, togethb the value of the shape parameter of the scatteringifumc
fsL = 0.45 constitues the “SPICE Mie” model. Additional parameterattthis model depends on that were derived
elsewhere are parametersx, A, andB of the six-parameter ice model [4], and ice tilt map of [5].
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