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Overview	

	

•  The IceCube detector	

•  High-level data flow	

•  Software DAQ highlights	

–  time calibration	

–  triggering	

–  supernova system	


•  Recent improvements	

–  untriggered data	

–  SNDAQ muon subtraction	


•  Adaptations for next generation	
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The IceCube Detector	
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digital optical module (DOM)	




IceCube Data Flow	
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~1	  TB/day	  

~100	  GB/day	  



IceCube Lab (ICL)	
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Computing in the IceCube Lab (ICL)	

•  18 racks���
	


•  97 DOMHubs	

–  Atom D525 SBCs	

–  custom PCI readout cards	

–  GPS clock fanout	

–  in-ice: 1 hub/string���

 	

•  ~45 Dell PowerEdge R720 servers	


–  4 DAQ	

–  23 filtering	

–  6 monitoring & verification	

–  7 networking, backup, kickstart, NTP, 

NFS, etc. 	

–  DB, spares	


•  GPS receivers + fanouts, switches, UPS, 
special devices	
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IceCube DAQ	
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Secondary 
Builder 

pDAQ	

forms triggers (e.g. 8-fold multiplicity)	

stores DOM waveforms + hit times	


SNDAQ	

monitors DOMs’ dark noise rates	

looks for global rise on short time scale	


DOMs	

n=5404	
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pDAQ: mostly Java with some C (DOMs) and Python (control)	




Uptime	
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•  Total detector uptime, including partial-detector and failed runs: ~99%	


•  Clean (“golden”) uptime: no missing strings, no problems found: ~95%	


•  “Good” run start/stop times recover data even from runs that may crash	
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IceCube Live	
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DOM Time Synchronization	
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Time Synchronization - RAPCal

• Pulses degraded over 3km cable 
but reciprocal so errors cancel

• Don’t need to know cable delays

• Automatic process every 1-2 secs

Surface DAQ can correct hit times 
before recording

TGPS = k TDOM + Toffset

Reciprocal
Active
Pulsing

rms of ~2 ns

Friday, June 7, 2013

Reciprocal	  Ac:ve	  Pulse	  Calibra:on	  (RAPCal)	  

R.	  Abbasi	  et	  al.,	  NIM	  A	  601	  294	  (2009)	  	  



Local Coincidence	
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LC hits only

All hits

•  Physical connection along in-ice 
cable and between IceTop 
tanks	


•  DOM firmware flags hits that 
have neighbor hits within 1 μs	


•  DOMs can forward LC signal 
(current span = 2)	


•  Only LC hits “HLC” are used in 
triggering	


•  Rate (per DOM): reduces 600 
Hz darknoise to 5-15 Hz LC	




Simple Multiplicity Trigger	
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:me	  

trigger	  length	  

•  At least N HLC hits in a sliding time 
window	


•  Trigger is extended as long as majority 
condition satisfied	


•  Readout windows extend both sides; 
capture early, late light and SLC hits	


Sub-‐detector	   HLC	  
hits	  

Window	  
(μs)	  

Rate	  (Hz)	  

In-‐ice	   8	   5	   2100	  

DeepCore	   3	   2.5	   250	  

IceTop	   6	   5	   25	  

window	  



Topological Triggers	
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Trigger	   HLC	  
hits	  

Topology	   Window	  
(μs)	  

Rate	  (Hz)	  

Volume	   4	   cylinder	  
r=175m,	  h=75m	  

1	   3700	  

String	   5	   of	  7	  DOMs	  on	  
string	  

1.5	   2200	  

String	  trigger:	  N	  hits	  of	  M	  
DOMs	  on	  a	  string	  in	  a	  :me	  
window	  

Volume	  trigger:	  N	  hits	  within	  
a	  cylindrical	  volume	  around	  
DOM	  in	  a	  :me	  window	  

h	  r	  



Global Trigger / Merging	


•  Design goal: avoid overlapping events!	

•  Combine individual triggers into event if readout 

windows overlap	

•  Retain individual trigger information	
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Supernova (SN)DAQ	

•  Detection principle: global noise 

rate increase from many ~10 MeV 
neutrino interactions	


•  Scaler dark noise counts from in-
ice DOMs (4b count / 1.6 ms)	


•  Artificial dead-time introduced	

–  reduces bursts of correlated noise 

hits	

–  avg. rate lowered: 540 Hz to 290 Hz	


•  Real-time significance of any global 
rise estimated	
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IceCube Collaboration: R. Abbasi et al.: IceCube Sensitivity for Low-Energy Neutrinos from Nearby Supernovae
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Fig. 5. Effective volume Veffγ per DOM (left axis) for detection of
Cherenkov photons with (300 - 600) nm wavelength plotted as a
function of depth. The effective positron volume can be read off
the right axis. DeepCore strings are not included in these plots.

kpc (5 kpc) would require a 0.45 (1.6) Mton background free
detector to statistically compete with IceCube.

The second approachwas to apply a GEANT-3.21GCALOR
based simulation of individual events that includes νe and ν̄e
on protons, electrons and 16/17/18O, positron annihilation and
neutron capture, the photon propagation in the ice including
the effect of dust layers, detector geometry, and the DOM
response (Richard, 2008). The ν̄e + p → e+ + n cross section
parametrization of Vogel & Beacom (1999), which is in good
agreement with Strumia & Vissani (2003), was used. Positron
annihilation and hydrogen capture of neutrons produce photons
of 0.51MeV and 2.22MeV energy, respectively. These add, pre-
dominantly by Compton scattering and subsequent Cherenkov
emission, ≈ 1 MeV to the recorded energy. Rates from neutrino
interactions on electrons reveal a 20% dependence on the
incoming neutrino direction due to the small angle between
neutrinos and scattered electrons and a directional dependence
of the DOM efficiencies. Fig. 6 shows the clustering of detected
inverse beta neutrino interactions at the position of the detector
strings to visualize the effective volumes. The use of events with
two or more DOMs detecting photons from the same positron to
improve upon IceCube’s sensitivity at large supernova distances
and to track relative changes in the average neutrino energy will
be discussed in a future paper. If several photons arrive close
in time at the same DOM they will be counted as one hit; if
one of the photons is delayed by scattering it will be rejected
by the artificial dead time requirement. The two independent
approaches for the determination of the detected number of
events agree within 10%.

One may obtain a rate estimate from measured data by
scaling the 11 events Kamiokande-II observed during the
Supernova SN1987A neutrino burst to IceCube’s effective
volume of Antarctic ice. Assuming the ν energy spectrum
of Vissani & Paglioroli (2009), accounting for the Kamiokande-
II energy threshold and positron detection efficiency, and tak-
ing into account the loss due to IceCube’s artificial dead time
we determine a signal expectation of 113 ± 36 detected photons
per IceCube module within the first 15 s for a SN1987A like su-
pernova near the galactic center at 10 kpc distance. The results
are consistent with earlier simulations (Feser, 2004; Jacobsen,
1996) performed for AMANDA that assumed homogeneous ice,
after correcting for the different photomultiplier sensitive areas,
optical module transparencies and dust layers in the ice.
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Fig. 6. Detected neutrino inverse beta decay interaction vertices
projected onto the horizontal plane based on a GEANT-3.21 sim-
ulation with 10 million neutrino interactions.

4.2. Real-Time Analysis Method

The analysis monitors the collective rate increase ∆µ in all
DOMs induced by Cherenkov photons uniformly distributed in
the ice. As discussed in Sect. 4.1, the photons are radiated by e±
produced by reacting supernova neutrinos. Counting Ni pulses
during a given time interval ∆t, rates ri = Ni/∆t for DOM i, are
derived. The index i ranges from 1 to the total number of oper-
ational optical modules NDOM. With sufficiently large ∆t’s, the
distributions of the ri’s can be described by lognormal distribu-
tions that, for simplicity, are approximated by Gaussian distri-
butions with rate expectation values ⟨ri⟩ and corresponding stan-
dard deviation expectation values ⟨σi⟩. These expectation values
are computed from moving 300 s time intervals before and af-
ter the investigated time interval. Shorter time intervals reduce
the sensitivity of the analysis. At the beginning and the end of a
SNDAQ-run, asymmetric intervals are used. The time windows
exclude 30 s before and after the investigated bin in order to re-
duce the impact of a wide signal on the mean rates.

The most likely collective rate deviation ∆µ of all DOM
noise rates ri from their individual ⟨ri⟩’s, assuming the null hy-
pothesis of no signal, is obtained by maximizing the likelihood

L(∆µ) =
NDOM
∏

i=1

1
√
2π ⟨σi⟩

exp(− (ri − (⟨ri⟩ + ϵi ∆µ))
2

2⟨σi⟩2
) . (6)

Here ϵi denotes a correction for module and depth dependent
detection probabilities. An analytic minimization of − lnL leads
to

∆µ = σ2∆µ

NDOM
∑

i=1

ϵi (ri − ⟨ri⟩)
⟨σi⟩2

, (7)

with an approximate uncertainty of

σ2∆µ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

NDOM
∑

i=1

ϵi
2

⟨σi⟩2

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

−1

. (8)

Note that ∆µ has the structure of a weighted average sum: each
optical module contributes with the deviation of its expected

8

GEANT simulation of detected���
inverse beta decay events	
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Sensitivity	
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IceCube Collaboration: R. Abbasi et al.: IceCube Sensitivity for Low-Energy Neutrinos from Nearby Supernovae

distinguished. From sets of several thousand test experiments,
we will typically determine limits at the 90% confidence level,
while requiring that the tested scenario is detected in at least
50% of the cases. Note that the ranges obtained should be inter-
preted as optimal as we assume that the model shapes are per-
fectly known and only the overall flux is left to vary; we also
disregard the possibility that multiple effects, such as matter in-
duced neutrino oscillations and neutrino self-interactions, could
co-exist and thus may be hard to disentangle.

6.1. Expected Supernova Signal

Evaluating Eq. 5 one obtains the rate spectra of Fig. 10 for a
supernova at 10 kpc distance. With a maximal signal-over-noise
ratio of ≈ 55 for the Lawrence-Livermore model, the neutrino
burst can clearly be detected with IceCube. Also, the still hy-
pothetical accretion phase lasting from (0 - 0.5) s can be sep-
arated from the subsequent cooling phase with high statistical
precision. The study of the cooling phase is limited by the pho-
tomultiplier noise in particular for the case of the light O-Ne-Mg
model by Hüdepohl et al. (2010).
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Fig. 10. Expected rate distribution at 10 kpc distance for the
Lawrence-Livermore model (dashed line) and O-Ne-Mg model
by Hüdepohl et al. (2010) with the full set of neutrino opacities
(solid line). . The 1σ-band corresponding to measured detector
noise (hatched area) has a width of about ± 330 counts.

The oscillation scenario B for an inverted neutrino mass hi-
erarchy shows the largest signal for the Lawrence-Livermore
and Garching models because energetic ν̄x will oscillate into ν̄e,
harden their spectrum and thus increase the detection probabil-
ity. The scenario without any oscillation is presented as a ref-
erence and leads to the weakest signal. Scenario A (normal hi-
erarchy) and Scenario C (very small θ13 < 0.09◦) are hard to
distinguish due to their very similar effect on neutrino mixing.

Clear differences between the oscillation scenarios in abso-
lute rate and shape appear in Fig. 11. Assuming that the model
shapes are known but not necessarily the overall normalization,
the inverted hierarchy can be distinguished from the null hypoth-
esis of a normal hierarchy up to distances of 16 kpc.

6.2. Significance and Galaxy Coverage

The simulation of an expected signal from a supernova within
the MilkyWay has to take into account the number of likely pro-

genitor stars in the Galaxy as a function of the distance from
Earth. The expected significances of supernova signals accord-
ing to the Lawrence-Livermore model for three oscillation sce-
narios are shown in Fig. 12. For this particular model, the sig-
nificances for the 4 s and 10 s binning turn out to be approx-
imately 20% and 50% lower than for 0.5 s, respectively. For
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Fig. 12. Significance versus distance assuming the Lawrence-
Livermore model. The significances are increased by neutrino
oscillations in the star by typically 15% in case of a normal hi-
erarchy (Scenario A) and 40% in case of an inverted hierarchy
(Scenario B). The Magellanic Clouds as well as center and edge
of the Milky Way are marked. The density of the data points
reflect the star distribution.

the graph, the supernova progenitor distribution predicted by
Bahcall & Piran (1983) was used. For the Magellanic Clouds,
which contain roughly 5% of the stars in the Milky Way, a uni-
form star distribution along the diameters of the galaxies was
assumed for simplicity.

IceCube is able to detect supernovae residing in the Large
Magellanic Cloud (LMC) with an average significance of (5.7 ±
1.5) σ in a 0.5 s binning, assuming the Lawrence-Livermore
model. The uncertainty reflects different oscillation scenarios.
Supernovae in the Small Magellanic Cloud (SMC) can be de-
tected with an average significance of (3.2 ± 1.1) σ and will in
general not trigger sending an alarm to SNEWS, as indicated
by a horizontal line in Fig. 12. IceCube will observe supernovae
in the entire Milky Way with at least a significance of 12 σ at
30 kpc distance.

6.3. Onset of Neutrino Production

The analysis of the deleptonization peak that immediately fol-
lows the collapse is of considerable interest, since its magnitude
and time profile are rather independent of the initial star mass
and of the nuclear equation of state; the variation is estimated
by (Keil et al., 2003) to be around 6%. Thus the electron neu-
trino luminosity may be used as a standard candle to measure
the distance to the supernova.

As the deleptonization peak lasts for only 10ms, the data are
evaluated in the finest available time binning of 2ms, as depicted
in Fig. 11. The deleptonization signal is detected by the elastic
νe + e− → νe + e− reaction with a cross section times the number
of targets ≈ 50 times smaller than for the ν̄e + p → e+ + n in-
teraction. As the ν̄e flux rises rapidly following the collapse, the
deleptonization peak remains almost completely hidden, espe-
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distinguished. From sets of several thousand test experiments,
we will typically determine limits at the 90% confidence level,
while requiring that the tested scenario is detected in at least
50% of the cases. Note that the ranges obtained should be inter-
preted as optimal as we assume that the model shapes are per-
fectly known and only the overall flux is left to vary; we also
disregard the possibility that multiple effects, such as matter in-
duced neutrino oscillations and neutrino self-interactions, could
co-exist and thus may be hard to disentangle.

6.1. Expected Supernova Signal

Evaluating Eq. 5 one obtains the rate spectra of Fig. 10 for a
supernova at 10 kpc distance. With a maximal signal-over-noise
ratio of ≈ 55 for the Lawrence-Livermore model, the neutrino
burst can clearly be detected with IceCube. Also, the still hy-
pothetical accretion phase lasting from (0 - 0.5) s can be sep-
arated from the subsequent cooling phase with high statistical
precision. The study of the cooling phase is limited by the pho-
tomultiplier noise in particular for the case of the light O-Ne-Mg
model by Hüdepohl et al. (2010).
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Fig. 10. Expected rate distribution at 10 kpc distance for the
Lawrence-Livermore model (dashed line) and O-Ne-Mg model
by Hüdepohl et al. (2010) with the full set of neutrino opacities
(solid line). . The 1σ-band corresponding to measured detector
noise (hatched area) has a width of about ± 330 counts.

The oscillation scenario B for an inverted neutrino mass hi-
erarchy shows the largest signal for the Lawrence-Livermore
and Garching models because energetic ν̄x will oscillate into ν̄e,
harden their spectrum and thus increase the detection probabil-
ity. The scenario without any oscillation is presented as a ref-
erence and leads to the weakest signal. Scenario A (normal hi-
erarchy) and Scenario C (very small θ13 < 0.09◦) are hard to
distinguish due to their very similar effect on neutrino mixing.

Clear differences between the oscillation scenarios in abso-
lute rate and shape appear in Fig. 11. Assuming that the model
shapes are known but not necessarily the overall normalization,
the inverted hierarchy can be distinguished from the null hypoth-
esis of a normal hierarchy up to distances of 16 kpc.

6.2. Significance and Galaxy Coverage

The simulation of an expected signal from a supernova within
the MilkyWay has to take into account the number of likely pro-

genitor stars in the Galaxy as a function of the distance from
Earth. The expected significances of supernova signals accord-
ing to the Lawrence-Livermore model for three oscillation sce-
narios are shown in Fig. 12. For this particular model, the sig-
nificances for the 4 s and 10 s binning turn out to be approx-
imately 20% and 50% lower than for 0.5 s, respectively. For
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Fig. 12. Significance versus distance assuming the Lawrence-
Livermore model. The significances are increased by neutrino
oscillations in the star by typically 15% in case of a normal hi-
erarchy (Scenario A) and 40% in case of an inverted hierarchy
(Scenario B). The Magellanic Clouds as well as center and edge
of the Milky Way are marked. The density of the data points
reflect the star distribution.

the graph, the supernova progenitor distribution predicted by
Bahcall & Piran (1983) was used. For the Magellanic Clouds,
which contain roughly 5% of the stars in the Milky Way, a uni-
form star distribution along the diameters of the galaxies was
assumed for simplicity.

IceCube is able to detect supernovae residing in the Large
Magellanic Cloud (LMC) with an average significance of (5.7 ±
1.5) σ in a 0.5 s binning, assuming the Lawrence-Livermore
model. The uncertainty reflects different oscillation scenarios.
Supernovae in the Small Magellanic Cloud (SMC) can be de-
tected with an average significance of (3.2 ± 1.1) σ and will in
general not trigger sending an alarm to SNEWS, as indicated
by a horizontal line in Fig. 12. IceCube will observe supernovae
in the entire Milky Way with at least a significance of 12 σ at
30 kpc distance.

6.3. Onset of Neutrino Production

The analysis of the deleptonization peak that immediately fol-
lows the collapse is of considerable interest, since its magnitude
and time profile are rather independent of the initial star mass
and of the nuclear equation of state; the variation is estimated
by (Keil et al., 2003) to be around 6%. Thus the electron neu-
trino luminosity may be used as a standard candle to measure
the distance to the supernova.

As the deleptonization peak lasts for only 10ms, the data are
evaluated in the finest available time binning of 2ms, as depicted
in Fig. 11. The deleptonization signal is detected by the elastic
νe + e− → νe + e− reaction with a cross section times the number
of targets ≈ 50 times smaller than for the ν̄e + p → e+ + n in-
teraction. As the ν̄e flux rises rapidly following the collapse, the
deleptonization peak remains almost completely hidden, espe-
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Simulated summed signal 	

(10 kpc distance)	


Detection significance vs. distance	

(LL model)	


see	  Abbasi	  et	  al.,	  A&A	  535	  A109	  (2011) 	  	  
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Alerts + SNEWS	

•  Iridium link allows:	

–  near real-time monitoring 

of SNDAQ light curve	

–  e-mail, SMS in case of high-

significance alert	

–  forwarding of alarms to 

SuperNova Early Warning 
System (SNEWS)	


•  Automated fast (+0:10) 
follow-up analysis at Univ. 
of Mainz	
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IceCube Live  v2.1.0  Tuesday, April 16, 2013 15:29:49 UTC

Supernova DAQ Alarm on SPS

Approximate Trigger Time: 2013-04-03 06:11:13.522457688 (1 week, 6 days ago)
-Approximate trigger time may not correctly account for leap seconds-

Exact Trigger Time: 7971073522457688 ns from beginning of year 2013

Signal: 4.79152 Signal Error: 0.593621

Chi Squared: 5127.56 Active Channels: 5069

Analysis Binsize: 4.0 s

Light Curve

Time (seconds)

Data: 149.372, 150.74, 149.874, 149.646, 149.553, 149.916, 149.92, 149.511, 149.31, 149.649, 149.787, 149.405, 149.594, 150.155, 149.858, 149.474,
149.332, 149.519, 149.645, 149.834, 149.852, 149.419, 149.679, 149.296, 149.352, 149.732, 149.497, 150.38, 149.164, 149.358, 149.153, 149.8,
149.878, 149.581, 150.74, 149.592, 149.549, 149.148, 149.663, 149.705, 149.337, 149.268, 149.605, 149.378, 149.45, 149.576, 149.766, 149.993,
149.113, 149.945, 149.602, 149.988, 149.154, 149.592, 149.549, 149.394, 149.412, 150.79, 149.824, 149.839, 150.278, 150.637, 150.529, 150.0,
150.499, 149.694, 149.971, 150.242, 149.396, 149.675, 149.749, 149.528, 149.705, 149.513, 149.931, 149.254, 149.48, 149.883, 149.384, 149.858,
150.124, 149.569, 149.593, 149.654, 150.117, 149.219, 149.785, 149.195, 149.803, 149.673, 149.817, 148.973, 149.666, 149.19, 149.639, 149.489,
149.388, 149.519, 149.137, 149.218, 149.99, 149.605, 150.9, 149.533, 149.793, 150.137, 150.62, 149.863, 149.96, 149.637, 149.755, 149.823, 149.45,
149.645, 150.63, 150.333, 149.731, 149.665, 149.66, 149.371, 150.5, 149.618, 149.48, 149.596, 149.75, 149.555, 149.798, 149.404, 149.373, 149.714,
149.737, 149.246, 149.501, 149.663, 149.428, 149.174, 149.196, 149.438, 149.764, 149.749, 149.719, 149.629, 149.972, 149.698, 149.353, 149.981,
149.138, 149.77, 149.974, 149.276, 149.687, 150.38, 149.174, 149.399, 149.605, 149.683, 150.22, 149.523, 149.144, 149.375, 149.606, 149.895,
149.635, 149.543, 149.928, 149.644, 149.365, 149.46, 149.158, 150.3, 149.542, 149.75, 149.693, 149.591, 149.824, 149.776, 149.452, 149.638, 149.88,
149.142
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New Feature: Hitspooling	

•  Some analyses can take advantage 

of sub-threshold hits	


•  Hitspooling: save all DOM hits to 
hub disks	

–  2 MB/s per string	

–  ring buffering in files on hubs	

–  16-hour buffer	


•  Interfaced to supernova DAQ	

–  raw data stored if significant alarm	


•  Link active since mid-April 2013	


•  Still to do:	

–  longer buffers (~5 days)	

–  daemonize hubs	

12/9/14	
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New Feature: SNDAQ Muon Subtraction	


•  Near-real-time link from trigger system to SNDAQ to 
reduce impact of muon rate fluctuations���
	


•  Example: significance corrected from 6.04 to 2.97	


12/9/14	
 J. Kelley, HAP 2014	
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Online muon subtraction

How to subtract muons

Example: online corrected alert in run 125116
Method:

1 Bin muon hit rate in same binning as used by SnDaq
2 Fit the correlation plot with linear function
3 Rotate in ›-nchan rate space

High › and SMT8 rate: › = 6.04 æ ›Õ = 2.97
V.Baum (JGU Mainz) Online Muon Subtraction 24.07.2014 8 / 12

Correlation between short-term muon hit rate and SN alarm signficance	


V.	  Baum	  



10

(a) “Sunflower” (b) “Two Clusters”

FIG. 7. The two main detector string layouts studied in this paper: (a) the baseline design extending IceCube by 120 strings
constrained to the South Pole “Dark Sector” (shaded in light green) and (b) a design consisting of several clusters adding two
clusters of 60 strings each. Studies on a more idealized version of layout (a) based on the original hexagonal string placement
used in IceCube show equivalent performance to the more realistic layout shown here. The baseline string-to-string distance
for all of the detectors shown here is ⇠ 240 m. This distance has not yet been fully optimized and other spacings of up to 360 m
are also under consideration.

As part of building and calibrating the IceCube detec-
tor, the optical properties of natural ice over large dis-
tances were carefully measured. The surprising discov-
ery that the absorption length of the Cherenkov light to
which the DOMs are sensitive exceeds 100m. In fact, in
the lower half of the detector it exceeds 200m. Although
the optical properties vary with the layered structure of
the ice, the average absorption length dictates the dis-
tance by which one can space strings of sensors without
impacting the uniform response of the detector. Mod-
eling indicates that spacings of ⇠ 240m or even larger
are acceptable. Therefore, it is possible to instrument
a significantly larger volume of ice with the comparable
number of strings used in IceCube.

Another key for the successful scientific operation of
IceCube has been the excellent reliability of the Digital
Optical Modules (DOMs)[], drilling and DOM deploy-
ment operations [] and data systems[], which results in a
stable data taking at more than 99% uptime []. We base
our studies conservatively on these successful technolo-
gies, only slightly modified to newer components. The
main concepts to achieve a significant enlargement of the
next generation instrument are vertically longer strings,
an increased horizontal spacing in between strings and
an increased number of DOMs per string.

The larger spacings do of course result in a higher en-
ergy threshold. While the 100,000 or so atmospheric neu-
trinos that IceCube collects above a threshold of 100GeV
every year are useful for calibration, they also represent
a background for isolating the cosmic component of the
flux. The peak sensitivity to an E�2 spectrum is reached
at 40TeV [128]. While the IceCube detector has to be ef-
ficient below that energy, a detector with a higher energy

threshold can be considered without loss of astrophysical
neutrino signal.
Authors: Claudio, Christopher, rewrit-

ten/edited: Claudio

B. Evaluation of detector designs

In order to evaluate the performance of possible future
detector designs, we studied two conceptually di↵erent
benchmark detectors in simulation: a compact detector
with string placements excluding parts of the South Pole
area currently not easily available for drilling and a sec-
ond option maximizing the detector surface area by split-
ting the detector into separated clusters. (See Fig. 7) As
a baseline spacing for new strings, we use a distance of
approximately 240m, but other distances up to 360m are
under consideration.
The geometries consist of strings on a non-regular grid

avoiding symmetries in the detector and thus avoiding a
deteriorated acceptance and resolution for muon tracks.
These geometries will be compared to the IceCube detec-
tor in its 86 string configuration.
For these initial studies, we kept the optical proper-

ties of the hole ice, the glacial optical properties and the
optical module design the same as in the current detec-
tor. Using improved drilling techniques using de-gassed
water, upgrades to the photodetectors and strings with
extended instrumented depths, we expect the final design
to surpass the estimates from this conservative baseline.
Details of the improved technical design compared to Ice-
Cube can be found in section IV.
E↵ects from shorter scattering lengths caused by an in-

X	  (m)	  

DAQ R&D for Gen2 Arrays	
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• Baseline detector consists of 40 additional strings of 60 Digital  
Optical Modules each, deployed in the DeepCore volume

• Geometry optimization underway – additional DOMs have relatively low incremental 

cost – final proposal likely 80-96 DOMs/string

• 20 m string spacing (cf. 125 m for  

IceCube, 72 m for DeepCore)

• ~25x higher photocathode density

• Additional in situ calibration devices  

will better control detector systematics 
(not included in projected performance)


• Engineering issues and cost of  
deploying instrumentation are well 
understood from IceCube experience

• Can install ~20 strings per season  

once underway

PINGU

X (m)
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Y 
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Top view of the PINGU new candidate detector

IceCube
DeepCore
PINGU

High-‐energy	  extension	  

Low-energy and high-energy extensions in development phase	


Y	  
(m

)	  
talk by D. Cowen	


talk by C. Kopper	




No Hardware Local Coincidence	

•  Simplifies in-ice cable	


•  Compression of dark noise 
(800 Hz) becomes more 
important	


•  Investigating in-DOM 
feature extraction (SPE 
pulse template unfolding*)	
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SPE	  waveform,	  Gen2	  DOM	  lab	  setup	  

*M.	  G.	  Aartsen	  et	  al.	  2014	  JINST	  9	  P03009	  



IceCube+PINGU Triggering	


Separate PINGU trigger component	

–  trigger on PINGU DOMs and possibly DeepCore; readout both detectors	

–  modular design: architecture can be used as-is	


PINGU 
Trigger P 

12/9/14	
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DOM Readout (IceCube)	


•  IceCube scheme:	

–  passive junction box at hole top	

–  surface cable very similar to down-hole cable	

–  readout computers (DOMHubs) in ICL	


•  Pros: easy to service DOMHubs; warm	

•  Cons: expensive; resistive losses add up; limited scalability	


surface	  cable	  	  
cross-‐sec:on	  

passive	  junc:on	  box	  

copper	  quads	  
cost	  ~$90	  /	  m	  

+/-‐48V	  DC	  
custom	  comms	  (ASK)	  
custom	  :ming	  protocol	  (RAPCal)	  

DOMs	  (60)	  

up	  to	  600m	  

GPS	  

Ethernet	  

DOMHubs	  
(in	  ICL)	  

to	  DAQ	  
servers	  

2.5km	  

5	  cm	  OD	  
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DOM Readout (Extension)	


•  Hubs at top of hole for HEX	

–  simplified DOM-to-Ethernet functionality (+timing)	

–  AC high voltage + fiber to counting house	

–  White Rabbit* to synchronize hubs	

	


•  Pros: reduced cable costs, power; higher-speed comms 	

•  Challenges: cold; hubs not easily serviceable during winter  	


*J.	  Serrano	  et	  al.,	  ICALEPCS	  2013	  (San	  Francisco).	  

Field	  hub	  (WR	  node)	  

fiber	  +	  power	  
cost	  ~$15	  /	  m	  

DOMs	  (80)	  

up	  to	  2km	  
avg	  1.2km	  

GPS	  

Ethernet	  

hitspool	  server	  
+	  WR	  switch	  

to	  DAQ	  
servers	  

2.7km	  

600V	  AC	  
Ethernet	  +	  White	  Rabbit	  

100V	  DC	  
QAM	  comms	  

 
 
 
 

                                 REVISION 

                    DESCRIPTION  DATE APPROVAL 
    

Drawn OL 9/18/13 Approval   
Checked   Approval   

South Bay 
    Cable 

THIS DOCUMENT IS ISSUED IN STRICT CONFIDENCE 
ON CONDITION THAT IT IS NOT COPIED REPRINTED  
OR DISCLOSED TO A THIRD PARTY EITHER WHOLLY  
OR IN PART WITHOUT THE PRIOR WRITTEN CONSENT 
OF SOUTH BAY CABLE CORPORATION. 

    SB-48253 

FIBER OPTICS-6 UNITS 
6 Single-mode fiber optics in a 
gel-filled stainless steel tube 
 
 
 
SINGLE CONDUCTORS-4 UNITS 
Awg No. 12(19x0.0179”)B/C 
DC Resistance @ 20° C �  2.0 Ohms/1000 Ft 
HD Polyethylene Insulation 
Voltage rating: 600 Vrms 
Color code: Brown-Red-Orange-Yellow 

INNER JACKET 
Black HD Polyethylene 
0.050” nominal wall thickness  
 
 
STRENGTH MEMBER 
Kevlar™ Braid 
 
 
OUTER JACKET 
Black HD Polyethylene 
0.070” nominal wall thickness 

 
 
 
Nominal O.D.---------------------- 
Weight in Air---------------------- 
Weight in Seawater--------------- 
Breaking Strength----------------- 
Maximum Load------------------- 
Min. Bend Diameter-------------- 
 

ESTIMATED VALUES
 
0.600” 
190 Lb/1000 Ft 
64 Lb/1000 Ft 
2,500 Pounds 
500 Pounds 
18 Inches 

S
B
C

  E-O-M Cable

surface	  cable	  	  
cross-‐sec:on	  

1.5	  cm	  OD	  
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Gen2 Timing Calibration	


•  White Rabbit to readout 
hubs	

–  eliminates custom GPS 

fanout tree	


•  Down-hole DOM 
synchronization	

–  QAM carrier phase 

recovery	

–  dispersion could be an 

issue	

–  RAPCal strategy still an 

option	
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Conclusions	

•  IceCube DAQ mature and stable	

–  99% average uptime	

–  development still active with new features improving 

physics capability	


•  Modifications under investigation for Gen2 
extensions	

–  updated DOM (P. Sandstrom) and readout hub design	

–  investigating new comms, timing calibration	

–  software architecture likely to be very similar 	
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Thank you!	
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Backup	
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Specialized trigger : monopoles	
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Figure 4.7: Illustration of the nucleon catalysis signature by a subrelativistic monopole travers-
ing IceCube. On average, cascades are separated by ⁄

cat

.

4.5 Data Flow

4.5.1 Data Acquisition

When a photon hits an IceCube DOM there is a chance it is detected by the PMT. The
result is an analog waveform which is digitized in the DOM-mainboard (see section 4.3.2).
This process is called a ”DomLaunch”. Thus, each DOMLaunch has a corresponding
digitized waveform, which contains information on the deposited charge in the PMT. It
is possible that a second photon hits shortly after the first one and falls into the same
digitization time window. This will still count as the same DOMLaunch5.

Domlaunches are the basis upon which the trigger logic is built up. For simplicity
and computing time purposes only minimal information is used: time of the DomLaunch
and position of the optical module. The whole DAQ software system is written in Java
and consists of many di�erent modules which have their specific tasks. These modules
are installed in di�erent computers at the South Pole for reasonable computing power.
A schematic of the involved components is depicted in figure 4.8. The process of data
taking is built up hierarchically. The in-situ variant of this whole system of hardware
and software components is also called SPS (South Pole System). For software testing
purposes there also exists a test system called SPTS (South Pole Test System) which
is located in Madison, Wisconsin. It has exactly the same structure except that ”fake
DOMLaunches” are inserted instead of real data.

5The term ”DOMLaunched“ may be interchanged forth and back with the term ”hit“ from now on.
They are both used synonymously.
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Signature of some exotic particles (magnetic monopoles, Q-balls, etc.): 	

slow (v ~ 0.001–0.01c) tracks with intermittent cascades	


T. Glüsenkamp	


monopole track	




SLOP Trigger	

•  Consider pairs of hits with LC condition	


•  Remove pairs if too close in time (Tprox)	


•  Form 3-tuples of pairs within time 
window (Tmin, Tmax)	


•  Track-like check on 3-tuples:	

–  minimum inner angle αmin	

–  normalized velocity difference vrel	


•  Condition on minimum number of 3-
tuples	


12/9/14	
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Schematic of the trigger procedure
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Figure 6.1: Schematic depiction of a sample of HLC pairs. Time and position are arbitrary.
a) Two pairs (orange) are close in time and could possibly be due to a relativistic
particle. b) The two pairs which are close in time got removed from the sample,
because their time di�erence is smaller than t_proximity. c) All combinations
of 3-tuples are formed where the time di�erence between two pairs is within the
boundaries of the interval [t_min, t_max]. d) Second stage cuts on delta_d and
rel_v remove two 3-tuples . The three remaining 3-tuples overlap in time. They
form a trigger with length from the first to the last pair if min_tuples <= 3.
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T. Glüsenkamp	


Trigger	   Ntuple	   Tprox	  (μs)	   Tmin,	  Tmax	  (μs)	   αmin	   vrel	   Rate	  (Hz)	  

SLOP	   5	   2.5	   [	  0,	  500	  ]	   140°	   0.5	   12	  



SLOP Trigger Details	
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6 DEVELOPMENT OF A DEDICATED TRIGGER FOR SLOW MAGNETIC
MONOPOLES

t_proximity, get erased from the list. Step b) in figure 6.1 illustrates the remaining HLC
pairs after this cleaning has been applied.

Step 3 The next step involves the formation of possible 3-tuple combinations with
the remaining pairs, which is illustrated in figure 6.1 c). In the schematic example five
combinations are formed. Notice that not all possible combinatoric 3-tuples are con-
sidered, which would have been

1
5
3

2
= 10 combinations. This is due to two further

parameters, t_min and t_max, which control the time di�erence between two succes-
sive hit pairs within a 3-tuple. The allowed time di�erence has to lie within the interval
[t_min, t_max]. Up to this point three parameters have been used to form 3-tuples in
time, namely t_proximity, t_min and t_max. These parameters are considered “first
stage” parameters and control the formation of 3-tuples.

Step 4 The last step involves additional parameters to classify 3-tuples and reject them
if they do not fullfill track-like criteria. These will be called “second stage” parameters.
To show this idea of further classification, figure 6.2 illustrates a 3-tuple and its defining
properties. The inner angle – should be close to 180¶ if the 3-tuple renders the path of

�x

23

Defining parameters of a 3-tuple

inner angle ↵

↵

�x

13

#2

#3

#1
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23

= t

3

� t
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13

= t

3

� t

1

time scale

Figure 6.2: Illustration of a 3-tuple. The three HLC-pairs each have a position (x1, x2, x3)
and time (t1, t2, t3) associated with them. From these quantities the geomet-
ric (�x12,�x23,�x13) and temporal (�t12,�t23,�t13) separations are calculated.
Those are used for defining the cut variables. To show that the pairs are time
ordered, the inner angle – is also depicted which is always located next to the
intermediate pair.

the monopole track. A cut on this variable seems appropriate. To save computational
resources a parameter called “delta_d” is used instead which is defined as

delta_d = �x12 + �x23 ≠�x13. (6.1)
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This parameter is always positive and a geometrical straight line of consecutive pairs
would resemble delta_d = 0.

The second parameter to classify if a 3-tuple is logically connected in time and space
makes use of the relative velocity between the pairs. If the velocity calculated between
pair 1 and 2 is the same as for pair 2 and 3, and additionally all hits form a geometrical
line the pairs would be perfectly lined up. Thus, an obvious choice for a parameter would
be �v = v12 ≠ v23 = 0, where the velocity is defined as v

ab

= �xab/�tab with a, b œ
{1, 2, 3}. To be independent of the possible monopole velocity, a further normalization
on an average velocity vmean = v

12

+v
23

+v
13

3 can be applied by dividing �v by vmean. For
numerical stability, the trigger uses a parameter called rel_v, which is defined using
inverse velocities, thus

rel_v = �vinverse

vmean/inverse
=

1
v

12

≠ 1
v

23

1
v

12

+ 1
v

23

+ 1
v

13

· 3. (6.2)

All 3-tuples which do not fullfill a cut on the parameters delta_d and rel_v are removed
and one arrives at a situation similar to the schematic example depicted in 6.1 d). Here,
three 3-tuples remain. They overlap in time and form a trigger with a readout window
stretching from the first to the last pair that takes part in the 3-tuples.

A sixth parameter min_tuples can be used to control the minimum number of 3-
tuples which should be required for a trigger. In the example 6.1 d), for the case
of min_tuples <= 3 the trigger would be accepted. The event would not trigger if
min_tuples >= 4. It turns out that min_tuples is a good parameter to di�erenti-
ate between background and signal, since signal monopoles generally produces several
overlapping 3-tuples while this is an unlikely behavior for random HLC-pairs.

6.3 Simulations

This section describes the simulations that were carried out for studying the trigger be-
havior. The static bad DOM list for IC-59 is included in all simulations and these DOMs
do not take part in trigger formation (see section 4.6.5).

6.3.1 Simulation of Background

The background for the SlowMPTrigger has three di�erent contributions:

The first one is noise. Noise DomLaunches usually happen individually, since they are
driven by radioactive decay in the PMTs. Occasionally though, they can happen in neigh-
boring DOMs simultaneously and form a HLC pair. The IceTray module NoiseGenerator
[71] is used for noise simulation. It is used to shu�e noise MCHits into a given signal
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Various Trigger Rates	

•  Simple Multiplicity Trigger (SMT)	


–  N HLC hits or more in a time window	

–  Example: InIce SMT8 with N_hits ≥ 8 in 5 μs	

–  readout window around this captures early and late hits (-4 μs, +6 μs)	


•  String trigger (a.k.a. Cluster trigger in DAQ-land)	

–  N hits of M DOMs on a string in a time window	

–  Example: 5 hits from a run of 7 adjacent DOMs, time window of 1500 ns	


•  Volume trigger (a.k.a Cylinder trigger in DAQ-land)	

–  simple majority of HLC hits (SMT4) with volume element including ���

one layer of strings around a center string	

–  cylinder height is 5 DOM-layers (2 up and down from the selected DOM).	


•  Slow Particle trigger (SLOP)	

–  slow-moving hits along a track	

–  lengths of the order of 500μs and extending up to milliseconds	


•  Fixed Rate trigger, Minimum Bias trigger, Calibration trigger	
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In-ice: 	
 	
2100 Hz	

DeepCore: 	
250 Hz	

IceTop: 	
26 Hz	


2230 Hz	


3700 Hz	


12 Hz	


FRT: 	
0.003 Hz	


Global: 2700 Hz	
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Multiplicity and Exclusive Rates	


12/9/14	
 J. Kelley, HAP 2014	
 33	


Trigger Condition Rate 
(Hz) 

SMT8 + Volume + String 1200 

Volume 330  

Volume + SMT8 330 

Volume + String 240 

SMT8 + SMT3 + Volume + String 180 

SMT8 100 



DOM Hit Time Sorting	

•  Cascaded binary merge 

“HKN1” of in-order input 
streams (DOM hit times)	


•  Fundamental node: two 
input linked lists, a 
comparator, and output list	


•  Cascade tree to handle 
many inputs	


•  Pushing into L or R:	

–  if peer is not empty, 

compare and push into 
sink	


–  continues through tree	
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Future Improvements	

•  Multithreaded sort using built-in 

Java min-heaps	

–  performance +300% in initial tests 

on 4-core system	

–  integration pending	


	

•  Trigger system modified to use 

multiple threads (complete)	


•  Server and DOMHub single-
board computer January 2014	

–  SBC: Atom D525 dual-core	

–  servers: Dell PowerEdge R720	
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