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At the University of Wisconsin – Madison

The IceCube Neutrino Observatory is a km3 detector which recently completed con-

struction at the geographic South Pole. Here we present foursearches for flaring point-

sources sources of neutrinos using IceCube data using maximum-likelihood techniques. For

the first time, a search is performed over the entire parameter space of energy, direction and

time with sensitivity to neutrino flares lasting between 20µs and a year duration from astro-

physical sources. This work is also an important step for theIceCube experiment in utilizing

a multi-messenger approach, driving IceCube neutrino analysis with information from pho-

ton observatories. The use of time information is useful since integrated searches over time

are less sensitive to flares as they are affected by a larger background of atmospheric neu-

trinos and muons that can be reduced by the use of additional timing information. Flaring

sources considered here, such as active galactic nuclei andgamma-ray bursts, are promising

candidate neutrino emitters.

One search is ”untriggered” in the sense that it looks for anypossible flare in the entire

sky. The other two searches are triggered by multi-wavelength information on flares. One

triggered search uses lightcurves from Fermi-LAT which provides continuous monitoring.

A second triggered search uses information where the flux states have been measured only



4

for short periods of time near the flares. A search for periodic emission of neutrinos is

also performed on binary systems in the galaxy which are thought to be sources of particle

acceleration. The searches use data taken by 40 strings of IceCube between Apr 5, 2008

and May 20, 2009 and by 59 strings of IceCube between May 20, 2009 and May 31, 2010.

The results from all searches are compatible with a fluctuation of the background.

Teresa Montaruli (Adviser)
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Chapter 1

Neutrinos and Neutrino Astronomy

High-energy neutrinos can be produced in the direct vicinity of charged cosmic ray sources

by the interaction of the high-energy cosmic rays with matter or photon fields. In those

processes, charged pions are produced and result in a flux of high-energy neutrinos. The

latter are unique messengers with which to observe the universe, as they have no charge and

interact weakly, traveling directly from their point of creation essentially without absorption,

differentiating them from cosmic rays which will be deflected by magnetic fields and high

energy photons which can be strongly absorbed. Neutrinos are key in understanding the

mechanisms of cosmic ray acceleration, and their detectionfrom an astrophysical point

source would be a clear indication of hadronic accelerationin that source.

One of the major challenges in understanding the propertiesof neutrinos and the de-

velopment of neutrino astronomy is their small interactioncross-sections. In order to build

up sufficient statistics, neutrino telescopes must have an enormous volume instrumented,

on the order of a cubic kilometer. Natural bodies of water or clear ice can be used as a

target medium, light from the neutrino interaction products can also be measured in such a

detector.
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1.1 The Neutrino

Neutrinos are subatomic particles which interact only via the weak nuclear force.

They were first theorized to explain the spectrum of electronenergies created in beta-decay

nuclear processes in 1930 [1]. They were first discovered in 1956 by observing electron

neutrino capture producing positrons [2].
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d

l

u

�W±

νl

u

l

d

�Z0

νl

u/d

νl

u/d

�Z0
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u/d
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u/d

Figure 1.1 Feynman diagrams for the neutrino-quark charged-current (top row) and neutral-

current interactions (bottom row).

Neutrino interactions with atomic nuclei have two primary modes: charged-current

(CC) and neutral-current (NC). In charged-current interactions the incident neutrino is re-

placed by an outgoing charged lepton in a reaction mediated by a W boson. Neutrinos

are typically detected through charged-current interactions, where a neutrino with flavorl

(or anti-neutrinoν̄l)undergoes a charged-current interaction with a nucleus itproduces a

charged lepton with flavorl− (or a charged anti-leptonl+):

νl(ν̄l) + q → l∓ + q′ (1.1)

whereq is a quark in the nucleus andq′ is a quark of a different flavor.
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Neutral current interactions feature the neutrino recoiling off of the nucleus, mediated

by a Z boson. The Feynman diagrams for CC and NC interactions can be seen in Figure 1.1.

There is also the interaction of anti-electron neutrinos with electrons̄νe+e− → W−, which

has a resonance at neutrino energies of 6.3 PeV. Analogous interactions with muon and tau

flavors are possible, but are not practical for neutrino astronomy.

For NC interactions, there will be a shower of photons from the hadronic cascade,

which can be seen if within the detector volume. In this thesis CC interactions are the focus,

specifically those of muon (anti-)neutrinos. Since IceCube does not have a magnetic field

strong enoug to distinguish leptons from anti-leptons, we refer to particles e.g. anti-muons

and muons as simply muons throughout. Muons created by high-energy neutrino interac-

tions can travel for tens of kilometers before decaying. Electrons, by comparison, will lose

their energy over several meters, and using the reconstruction techniques of IceCube are

currently indistinguishable from a NC cascade.

1.2 Lepton Propagation

Leptons lose energy as they travel due to pair production, ionization, stochastic losses

due to bremsstrahlung, and photo-nuclear interactions, which contribute in different amounts

depending on the lepton energy before, in the case of a muon ora tau, it decays and produces

another shower.

1.2.1 Electrons

Above 1 GeV the energy losses from electrons are mainly due toBremsstrahlung

radiation [3]. The energy is lost within a few meters water equivalent (mwe), making it

a point-like source of light compared to the scales of neutrino telescopes. Energy recon-
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struction is possible, but directional information is lostwith scattering lengths typical of the

South Pole ice.

1.2.2 Muons

Due to the larger mass of the muon, energy losses per mwe are smaller than that of

electrons, so their energy can be lost over much longer trackdistances. At energies below

the muon critical energy of 1 TeV in water (similar for ice) [4] to energies below IceCube

can resolve a muon track, ionization losses dominate, producing a continuous track of 200

MeV per mwe. Above this energy, stochastic losses become more prevalent, which are

proportional to the muon energy. The energy loss per unit distance can be modeled as:

− dE

dx
= a+ bE , (1.2)

where a is the ionization losses of 0.268 GeV per mwe and b is the stochastic loss term

which is roughly3.6 × 10−4 per mwe in ice. This yields track lengths for TeV energy

muons which are roughly 2.5 km, above 1 TeV the length increases logarithmically, and at

1 PeV the typical distance is∼20 km. This means that IceCube is sensitive to muons due to

interactions far outside of the instrumented volume.

1.2.3 Taus

Tau energy losses per mwe are even less than that of muons, butdue to the particle’s

2.9 × 10−13 s lifetime, typical propagation lengths are much shorter for similarly energetic

particles. The particle’s decay will reproduce a tau neutrino along with a cascade of light

due to the daughter lepton or meson. This gives taus a ”double-bang” topology, where there

will be initial cascades when the tau is created and later decays, with a connecting track

from Čerenkov radiation, which could be resolved if the tau travels a few hundred meters



5

(the range as a function of energy for taus can be seen in Figure 1.2). Taus with≥ 30 PeV

will experience extreme enough time dialation for them to travel roughly 1 km, far enough

to travel through IceCube with a signature of a less energeticmuon. The branching ratio to

decay to a muon is 17.7%, so it is also possible for the daughter muon to be detected by a

neutrino telescope.

E (GeV)

R
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km
)

Decay length, τ
Reff in standard rock, τ
Reff in sea water, τ
Reff in standard rock, µ
Reff in sea water, µ10

-1

1

10

10
6

10
7

10
8

10
9

Figure 1.2 The mean range of high-energy muons and taus in rock and sea water. Figure

from [5].

1.2.4 Čerenkov radiation

When a charged particle moves faster thanc/n, wheren is the index of refraction of

the medium, the particle’s radiation forms a coherent front(see Figure 1.3). This wavefront

will propagate at a specific angle determined by the index of refraction and the speedβ =

v/c:

cos θc =
1

βn(λ)
. (1.3)
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For particles with energies used in this work, particles havev/c ∼ 1, and the index of

refraction of icenice = 1.32, yielding θc ∼ 41◦. The wavelength distribution of̌Cerenkov

photons is given by the Franck-Tamm formula:

d2N

dxdλ
=

2πα

λ2

(

1− 1

β2n2(λ)

)

, (1.4)

whereα is the fine structure constant. The distribution is peaked atshorter wavelengths,

giving Čerenkov light a bluish color. Taking the integral of 1.4 from365 nm to 600 nm

yields 210 photons per centimeter, where the wavelength limits are chosen to reflect the

glass and ice transparency.

Figure 1.3 Illustration ofČerenkov emission. While a particle travelsβct in a time t, its

emitted light only travelsct/n, forming a coherent front in a cone around the direction of

motion. Use of this directionality is used in the reconstruction of the particle’s properties.

1.3 Cosmic Rays

The Earth is constantly bombarded with charged particles from space, predominantly

protons, but also heavier nuclei, electrons, positrons andphotons. Ionizing radiation was
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discovered to be coming from space in 1912 by Victor Hess, whodiscovered that an elec-

troscope will discharge faster at high altitudes than at sealevel when he ascended in a hot

air balloon up to altitudes of 5.3 km.

In the one hundred years since Hess’s discovery, cosmic raysfrom energies of109

eV up to1020 eV using a variety of detection mechanisms from balloon and satellite-borne

detectors to arrays covering thousands of square kilometers to detect extensive air showers

from cosmic rays interacting with particles in the atmosphere. The spectrum follows a

power-law spectrum for energies above 1 GeV:

dN

dE
∝ E−γ , (1.5)

whereγ is the power-law index of the spectrum. There are several interesting structures in

the cosmic ray spectrum (Figure 1.4) in addition to a turnover at low energies due to the

solar wind: there is a steepening in the spectral index at approximately 3 PeV in primary

energy, called the ”knee” of the spectrum; at several EeV thespectrum hardens to anE−3.1

spectrum, called the ”ankle”. The cosmic ray spectral indicesγ for different energy ranges

of interest are [6]:

γ =







2.67 log(E/GeV ) < 6.4,

3.10 6.4 < log(E/GeV ) < 9.5,

2.75 9.5 < log(E/GeV ).

(1.6)

Finally, for energies above 60 EeV the spectrum steepens sharply.

The cause for the steepening of the cosmic ray spectrum for particles above 3 PeV

could be due to particles escaping the confines of the galaxy,it could be to a petering out of

the galactic cosmic ray accelerators an inability to accelerate above the knee. It is believed

that at the ankle, there is a transition from galactic objects to more powerful extra-galactic

sources as the primary accelerators. The steepening above60 EeV is evidence of the cutoff
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Figure 1.4 The cosmic ray energy spectrum measured by a number of different experiments.

The cosmic ray flux has been multiplied byE2 to enhance features such as the knee and

ankle, which are marked. Figure from [7] and references therein.
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predicted by Greisen, Zatsepin and Kuzmin (GZK), where protons above the energy thresh-

old for photo-pion production with the cosmic microwave background will lose energy due

to that mechanism as they travel (see Equation 1.7).

Protons and other nuclei are the primary component of cosmicrays; electrons and

positrons form a smaller contribution. The relative ratiosof protons to heavier nuclei across

the spectrum is still an active area of research but there arehints that the fraction of heavy

nuclei rises above EeV energies [8]. Some models for the kneeuse spectral breaks at dif-

ferent energies for each species of nucleus as energies growtoo large for galactic objects

to accelerate or become unconfined in the galaxy (e.g. the poly-gonoto or ”many-kneed”

model).

At TeV energies, deflection in the galactic magnetic fields make the arrival directions

for cosmic rays nearly isotropic, though a small (10−4) anisotropy exists, though it is not

known what is the source [9, 10]. It may be due to a nearby accelerator, or it may be due to

structures in the galactic magnetic field near the solar system, or even the heliotail structure

in the Sun’s magnetic field.

1.3.1 Cosmic Ray Acceleration

Fermi acceleration is thought to be the most promising candidate for the acceleration

mechanism of cosmic rays. The expectation is that charged particles are accelerated through

a series of interactions across a relativistic shock front.These particles are confined to

the shock due to inhomogeneities in the magnetic field, and are given energy with each

pass through the shock front. This idea was first presented byFermi [11, 12], and further

developed by others [13, 14, 15]. The resulting particle spectra follow a power-law close

to E−2. Detailed calculations show, however, that depending on the shock conditions, the
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spectra can also be somewhat flatter or steeper, see e.g. [16,17]. Here, we use anE−2

spectrum as a first order estimate.

Neutrinos will be produced in interaction with the accelerated particles in the dense

region, the initial nuclear reactions produce charged and neutral pions in the following re-

actions:

pγ →∆+ (1.7)

∆+ → p+ π0

∆+ → n+ π+

nγ →∆0 (1.8)

∆0 → p+ π−

∆0 → n+ π0

pp →p+ p+ π0 (1.9)

p+ n+ π+

pn →p+ p+ π− (1.10)

p+ n+ π0

Once the pions are produced, the charged species will overwhelmingly decay to muons

and neutrinos, while neutral pions decay to gamma-rays which can be observed in GeV en-
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ergies:

π+ →µ+ + νµ (1.11)

µ+ → e+ + νe + ν̄µ

π− →µ− + ν̄µ (1.12)

µ− → e− + ν̄e + νµ

π0 →γγ (1.13)

This results in a flavor ratio of neutrinos produced by pions to beνe : νµ : ντ = 1 : 2 : 0 at

the source.

1.3.2 Cosmic Ray Air Showers

The main source of muons seen by IceCube is from cosmic rays in both the up-going

and down-going regions. High energy cosmic rays collide with atoms in the atmosphere,

creating extensive air showers of electrons, muons, pions,kaons and neutrinos (see Fig-

ure 1.5). IceCube detects mainly muons produced in air showers in the atmosphere above

the South Pole, but it also detects neutrinos produced in airshowers on the opposite sides of

the Earth. These atmospheric neutrinos are the predominantbackground for astrophysical

neutrinos in regions where atmospheric muons are absorbed by the Earth.

1.3.2.1 Atmospheric Neutrinos

Conventional atmospheric neutrinos are produced by the decay of muons, pions and

kaons. Since the Earth’s atmosphere is much more dense than typical astrophysical me-

dia, air shower products are more likely to interact before decaying. This affect is energy-
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dependent, particles below a threshold energy will likely decay before having a chance to

decay, and the decay products will have roughly the same spectrum as the incident cosmic

rays (∼ E−2.7). Above this threshold (115 GeV forπ±), the particle will most likely in-

teract, losing energy in the process. The spectrum of these particles is typically∼ E−3.7.

Since the threshold for muon detection in IceCube is roughly 1TeV, this is the spectrum of

atmospheric muon measured. Prompt atmospheric fluxes from the decay of relatively heavy,

charmed mesons have not been measured, but are expected to follow the CR spectrum.

These atmospheric neutrinos make up an irreducible background for Northern Hemi-

sphere neutrino point-source searches. The rate is mostly flat (see Chapter 6), with roughly

±5% annual fluctuations due to the change in the density of the upper atmosphere as a result

of temperature fluctuations averaged over the Northern Hemisphere.

1.4 Neutrino Oscillation in the Earth

The neutrino has a peculiar property which allows it to change flavor, which has been

observed in a deficit of anti-electron neutrinos from the Sun[18]. Neutrino oscillation has

also been observed using atmospheric neutrinos [19, 20, 21]. There are three neutrino mass

eigenstates, which do not directly map onto the three flavor eigenstates. As a neutrino

propagates, this difference in mass eigenstates leads to aninterference between the flavor

eigenstates. These oscillations induce changes in flavor asa neutrino propogates, with dif-

ferent probabilities of interacting as a given flavor for different baselines. The relationship

between the flavor and mass eigenstates is

|να〉 =
∑

i

U∗
αi|νi〉, (1.14)
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where|να〉 is a specific flavor state,α = e (electron),µ (muon), orτ (tau), and

|νi〉 =
∑

α

Uiα|να〉, (1.15)

where|νi〉 is a specific mass state,i = 1, 2, 3. The termsUαi map to elements of the Maki-

Nakagawa-Sakata (MNS) matrix [22]. The MNS matrix given by:

U =





c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13









eiα1/2 0 0

0 eiα2/2 0

0 0 1



 ,

(1.16)

wherecij = cos θij andsij = sin θij, with θij referred as the mixing angle between two

mass eigenstates. In the case that neutrinos violate CP symmetry, δ is non-zero. The phases

α1 andα2 cover a potential difference between neutrinos and anti-neutrinos, both being zero

unless the neutrino is a Majorana particle, such that it is its own antiparticle.

We can write the probability of a neutrino converting from a flavorβ to a flavorα as

|〈νβ|να〉|2. This expands to

|〈νβ|να〉|2 =
∣

∣

∣

∣

∣

∑

i

U∗
αiUβie

−im2

iL/2E











2

= δαβ − 4
∑

i>j

Re(U∗
αiUβiUαjU

∗
βj) sin

2(
∆m2

ijL

4E
)

+2
∑

i>j

Im(U∗
αiUβiUαjU

∗
βj) sin(

∆m2
ijL

2E
),

where∆m2
ij is the difference between the squares of the two mass eigenstatesm2

i −m2
j and

δαβ is the Kronecker delta. The total magnitude of oscillationscan be determined from the

elements of the MNS matrix, the frequency of oscillation canbe expressed (putting back in

terms of~ andc to go from natural to metric units) as:

∆m2
ijL

4E
≈ 1.27∆m2

ij(eV
2)

L(km)

E(GeV)
. (1.17)



14

A review of neutrino oscillation physics can be found in [23].

The experimental limits have been produced in the analyses presented here assuming a

flux of only muon neutrinos. The scenario using the standard neutrino oscillation parameters

has MNS matrix elements|Ue3|2 ≪ 1 and |Uµi| ≃ |Uτi| for each mass statei. Using a

baseline of astronomical distances (L → ∞) ensures that neutrino oscillations occur at all

energies; this scenario results in a source producing neutrinos via pion decay with a ratio of

νe : νµ : ντ = 1 : 2 : 0 resulting in a flavor ratio at Earth of1 : 1 : 1 [24]. It is also possible

that there is a contribution at very high energies to the flavor ratio of tau neutrinos due to

the decay of charmed mesons [25].

When considering equal fluxes of muon and tau neutrinos at the Earth, the resulting

upper limits on the sum of both fluxes are about a factor of 1.7 times higher than if only

muon neutrinos are considered rather than the expected factor of two due to oscillation if no

tau neutrinos would be detectable [26]. For anE−2 spectrum of the signal neutrino flux the

contribution due to the detectable tau neutrino flux for sources at the horizon is 10% and up

to 15% for sources in the Northern Hemisphere. This is due to the tau decay channel into

muons with a branching ratio of 17.7% and in part to the tau leptons with energy greater

than some PeVs that may travel far enough to be reconstructedas tracks in IceCube before

decaying. In the up-going region we have considered tau regeneration in the Earth.
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Figure 1.5 Cosmic rays produce extensive air showers upon collision with particles in the

upper atmosphere, shown here. Muons and neutrinos are penetrating particles which can

reach the IceCube detector through the overburden of ice or through the bulk of the Earth,

respectively.
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Chapter 2

Candidate Sources of Flaring Neutrino Emission

This chapter describes candidate classes of sources for high energy neutrino production.

Neutrinos are interesting as messenger particles as their low cross sections allow them to

escape regions where photons and charged particles would beabsorbed or deflected. Neu-

trinos offer a new way of examining the universe which would otherwise be inaccessible.

Sources described in this chapter are interesting candidates for high energy neutrino

production due to their non-thermal photon spectra. Thermal spectra exhibit an exponential

cutoff at high energies: even objects with temperatures of millions of Kelvin typically fade

out in the keV, far before the TeV particles of interest to IceCube. Non-thermal spectra could

indicate particle acceleration for instance in the shocks created in supernovae explosions and

in jets of matter created in dynamic regions in the center of galaxies. These spectra are hints

that they could be capable of accelerating particles to extremely high energies which are

seen in the cosmic ray spectrum. The most likely mechanism for this particle acceleration

was proposed by Fermi and is covered in Section 1.3.1. Currently no source of neutrinos of

& 100 GeV energy has been identified with significance above a5 σ threshold [26, 27, 28].

The Sun [29, 30] and supernova 1987a have been identified as sources of MeV energy

neutrinos, however. SN1987a was detected in three detectors: Kamiokande II (11 neutrinos
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[31]), IMB (8 neutrinos [32]), and Baksan (5 neutrinos, [33]).

Classes of Galactic and extra-galactic astronomical sources exhibit time-dependent

emission that range from short bursts of the order of secondsand minutes from GRBs or

SGRs up to longer flares from AGNs which last hours to weeks. Sources thought to be

steady are also included here since surprises are expected,such as the Crab Nebula super-

nova remnant, used as a ’standard candle’ for TeV photon emission, exhibited two large

flares observed in GeV photons in 2010-11 [34].

2.1 Extra-galactic source candidates

The cosmic ray spectrum extends to energies well above that of particles which can

be contained in the Milky Way. The two main classes of extra-galactic objects thought to be

powerful enough to accelerate particles above EeV energiesare active galactic nuclei and

gamma-ray bursts.

2.1.1 Active Galactic Nuclei

The first known AGN, now classified as 3C 273, was known to not bea star because it

did not have typycal absorption features and had very strongradio emission. It was theorized

and shown to be a distant galaxy with a bright core region [35]. AGN are powered by super-

massive (& 106 solar mass) black holes. Matter is collected in an accretiondisk around the

black hole, which heats up as gravitational potential is transformed into potential energy,

and radiates in the optical. The hot rotating gas results in amagnetic field perpendicular to

the disk. This field results in two collimated relativistic jets of matter which are expelled

from the active center of the galaxy [36]. Blobs of matter are occasionally emitted from the

central region down the jets, which emit brightly (see Figure 2.1) and are expected to be
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shock environments for particle acceleration. Now hundreds of AGN are known [37], and

their observed emission features are mainly determined by the angle between the relativistic

jet with the Earth (see also Figure 2.2). Other classification features are the strength of

object in radio bands, and the overall luminosity.

Faranoff Riley (FR) galaxies are observed from the side, such that the jet and inner

torus is visible. These galaxies are split into low and high overall luminosity branches (FR-I

and FR-II, respectively). Seyfert Galaxies are also obliquelike FR galaxies, but are radio

quiet and exhibit strong absorption lines.

Figure 2.1 The motion of ejected blobs of material from the blazar PKS 1510-089 seen

with 43 GHz radio images. The images are convolved with a circular Gaussian beam of the

shaded circle at the lower right. Dates are given by calendarand with TJD (JD-2450000).

The color shows the intensity of the polarization intensity. Figure from [38].

For active galaxies with one of the jets pointing directly atthe Earth, their observed

emission features are nearly all due to the beamed emission of the relativistic particles form-

ing the jet. These are classified as BL Lac type objects (radio loud, low luminosity) or Flat
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Spectrum Radio Quasars (FSRQs, which are radio loud with high overall luminosity). These

are the most interesting for neutrino astronomy, since nuclear decay products from the jet

will also be beamed in the direction of the Earth. These objects also exhibit strong and fast

variability due to the small emission region compared to therest of the galaxy. The AGN

tested for flaring behavior in Chapter 10 are exclusively BL Lacs or FSRQs, commonly

unified in the AGN class of blazars.

Figure 2.2 Schematic of a cylindrically-symmetrical center of an AGN. Axes are logarithmic

in units of parsec. Regions of the AGN are marked. The classification of an AGN are marked

off by arrows approximating the viewing angle of the observer. Figure from [7].

The emission from blazars is known to be variable at all wavelengths. Simultaneous

multi-wavelength (MWL) observations are crucial for understanding the cause of this vari-

ability [39, 40, 41, 42, 43]. The intensity of these objects can vary by more than an order of

magnitude between different observing epochs. The typicaltime scales of AGN flares vary
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from hours to days, though high-energy variability has beenobserved on much shorter time

scales, in some cases even down to just a few minutes [44, 45].

The spectral energy distributions (SEDs) of blazars extendorders of magnitudes across

the electromagnetic spectrum and are characterized by structures of low and high energy

non-thermal peaks (see Figure 2.3). The low energy component in the radio to soft x-rays

is due to synchrotron radiation of electrons gyrating in a magnetic field.

The high energy component (x-ray toγ-ray) currently has two main models: leptonic

and hadronic.

The most prominent candidate model for the SED structure of blazars explains the

emission using only relativistic electrons (and positrons). Synchrotron radiation accounts

for the lower-energy emission hump. These synchrotron photons are up-scattered via the

inverse Compton effect on the same population of electrons, giving the Synchrotron Self

Compton (SSC) model for blazar emission. The intensity and peak of the second emission

hump are controlled by the energy and density the electron population, and fluctuations

in emission from both peaks will be correlated. Hadronic models explain the observed

high energy photon emission component as a result of a population of relativistic protons

accelerated in the emitted blobs, which will undergopp and pγ interactions, producing

pions. Neutral pions decay to gamma-rays up to TeV energies,forming the high energy

peak. Charged pions will also be produced, which will produceTeV neutrinos upon decay,

so the detection of neutrinos would be unambiguous evidenceof hadronic acceleration.

Proton synchrotron emission can also contribute to the high-energy component if they are

accelerated to very high energies (reviews on models can be found in [46, 47, 48] and

references therein).
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Figure 2.3 Leptonic model (top) and Hadronic model (bottom)fits to the spectral energy

distribution of the blazar Markarian 421. In the hadronic model, the black dotted line is the

contribution ofπ0 cascades, the green dash-dotted line is forπ± cascades,µ synchrotron

and cascade is the blue dash-triple-dotted line, and protonsynchrotron and cascade emission

is the red dashed line. The sum of all components (including the synchrotron emission

of electrons forming the low bump) is the solid black line. The leptonic model uses two

minimum variability timescales to determine the size of theemission region: 1 day for the

red curve, 1 hour for the green. Figures from [49].
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Perhaps the most compelling evidence of hadronic models areobservations of “or-

phan” flares, defined as TeV photon emission without accompanying x-rays, such as the

1ES 1959+650 flare in 2002 [50]. An a posteriori observation with AMANDA-II of two

events [51], one exactly during the flare and another 31 days later, triggered some theoretical

calculations [52, 53]. A previous stacking search for neutrinos from AGNs used AMANDA

data [54]. Two recent flares included in the MWL triggered searches (see Sections 10.1 and

10.2, also [55, 56, 57, 58]) are suspected to be orphan flares,but x-ray observations were

not simultaneous with gamma-ray observations and there is apossibility of having missed

the x-ray flare.

2.1.2 Gamma-ray Bursts

Gamma-Ray Bursts are believed to be produced by the most powerful phenomena in

the universe [59, 60]. They are also interesting as time-dependent candidate neutrino sources

[61, 62]. IceCube conducts dedicated searches using satellite information for these objects

([63], [64], [65]). Untriggered searches are also sensitive to this source class if two or more

neutrinos can be detected from the same GRB. While the dedicatedsearches are in general

much more sensitive due to the timing and directional information from GRBs observed in

gammas or x-rays), the untriggered search performed here has the potential to detect a burst

which was not observed in photons (due to e.g. absorption or lack of monitoring).

Presently the best candidate model for high-energy emission from GRBs is the fire-

ball model. The prompt gamma-rays are made in expanding shocks in plasma ejected in a

relativistic, highly beamed (Γ = 100−1000) jet. These jets may be produced by the merger

of neutron stars or by the formation of a black hole, and may also accelerate hadrons to TeV

energies leading the production of neutrinos. GRBs are seen tohave a bimodal distribution
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of the durations of high-energy emission: GRBs less than two seconds are thought to be

due to neutron star mergers, those longer than two seconds thought to be due to black hole

formation in supernova explosions.

The dedicated searches from IceCube using a combined sample from the 40 and 59-

string detectors presently sets strict limits on models of neutrino emission from GRBs. A

sample of 300 GRBs from the Northern and Southern Hemispheres was tested, and no

events were found. The limit from this result is 5% with respect to GRB models using the

hypothesis that all cosmic rays& 3 PeV are extra-galactic and created in GRBs [66]. This

suggests that other objects are the sources of cosmic rays, or that the parameters entering

the model need to be rethought.

2.2 Galactic source candidates

Source candidates in the Milky way are thought to dominate the cosmic ray spectrum

up to the knee at 3 PeV. The estimated number of supernovae in the Milky Way is about 3

per century, and the observed flux over the cosmic ray spectrum up to the knee corresponds

to roughly 10% of the energy from the shock front of material released in these massive

explosions. Above 3 PeV, objects outside of the galaxy are thought to be the sources, as

cosmic rays with this much energy will not be confined to the galaxy.

2.2.1 Supernova Remnants

As a star ages, it gradually begins to fuse successively moremassive nuclei in its

core, until it reaches iron where fusion becomes an endothermic reaction. Hot material

which does not contribute to the energy budget of the star accumulates in the core while

fusion continues in shells outside the core, where electronfermion degeneracy sustains the
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core against the pressure of outer layers. As the mass of the degenerate core or a white

dwarf rises the radius decreases, until the mass approachesthe value of 1.44 solar masses

when the theoretical radius of the object approaches zero [67, 68]. Before that happens,

it becomes energetically favorable for the protons in the star to capture electrons, forming

neutrons. This releases much of the gravitational energy ofthe dwarf or stellar core in a

shower of electron neutrinos in what is classified as a supernova. The compact remnant

depends on the mass of the original star, and can be either a black hole or a neutron star.

Neutron stars remnants are roughly 10 km in size, exhibit strong magnetic fields (1012 G)

and a rotational period of as low as milliseconds. Neutron stars also exhibit is a narrow,

bright beam of electromagnetic radiation which can be seen if it crosses the observer’s line

of sight. Black holes are so compact they are hidden behind a shroud where that their escape

velocity is equal to the speed of light.

When a star explodes in a supernova, much of its material is ejected in a spherical

shell with typical radial velocities of105 m/s. As the shell expands, it will push out into

the thin material of the interstellar medium forming a shockfront. This environment will

energize particles via Fermi acceleration (see Section 1.3.1). These objects show a hard

energy spectra with a cutoff for gamma-rays at a few TeV, but for some the cutoff is slightly

above 10 TeV [69].

Supernova remnants (SNRs) can be broken up into two broad categories. The first

class, pulsar wind nebulae (PWN) have rapidly rotating neutron stars at the center which

is the source of a quickly changing magnetic field which accelerates particles. This effect

generates an additional particle wind from the central object. The second class of SNR are

those which are shell-like. PWN include the Crab nebula and Geminga, shell-like SNR
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include Cas A. Recently the Crab pulsar has been seen to emit photons of> 100 GeV

energy by VERITAS [70], so the central region of a PWN can be veryenergetic. SNRs

evolve as they spread, at first the shell is dominated by the matter initially ejected from the

star, gradually accumulating matter until the shell is mainly swept-up gas. Models beyond

simple diffusive shock acceleration using non-linear instabilities in the shock can also be

used to trap particles and accelerate them to higher energies before they escape [71].

2.2.2 Soft Gamma-ray Repeaters

SGRs are x-ray pulsars that show variability at different timescales and a persistent

x-ray emission with luminosityL ∼ 1035 erg/s with short bursts of x-rays andγ-rays with

L ∼ 1041 erg/s lasting∼ 0.1− 1 s (for review see [72]). These x-ray pulsars, together with

anomalous x-ray pulsars, are considered to be the best candidates for magnetars, isolated

neutron stars powered by huge magnetic fields (B ∼ 1015 G). At times these sources

emit giant flares with initial spikes of hard non-thermal radiation up to luminosities of

∼ 1046 erg/s lasting some seconds. Smaller bursts from these objects are thought to be

caused by episodes of magnetic reconnection and ‘glitches’where the neutron star has a

sudden change in the rotational period [72], but it is not clear if the largest flares are caused

by these mechanisms or something else. These flares may also accelerate baryons and pro-

duce neutrinos [73, 74, 75]. Limits for photons in the 10 TeV-100 PeV energy range using

AMANDA-II data were published from the powerful giant flare observed in Dec. 2004

from SGR 1806-20 [76]. In our catalogue used in one of the triggered flare searches (Sec-

tion 10.2), a period of intense flares from SGR 0501+4516 discovered by SWIFT on Aug.

22, 2008, and observed also by RXTE/ASM, Konus-Wind and the Fermi GBM [77] is in-
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cluded.

2.2.3 Microquasars and Binary Objects

When two stars of unequal masses are in a binary system, they will evolve through

the main sequence at different rates [78], one expiring before the other. If the more massive

star is large enough to explode in a supernova, the stellar remnant, a neutron star or black

hole, will remain and stay gravitationally bound with its companion star. x-ray binaries are

systems with a companion star and a stellar-mass compact object. There are two classes

of binary systems: high mass x-ray binaries (HMXB), where thecompanion star is a large

O/B star; and low mass x-ray binaries (LMXB), where the companion is only a few solar

masses. When the companion star overfills the Roche lobe of the system, the overflow falls

into the gravitational well of the compact object, forming an accretion disk. In the disk, the

material accelerates and heats up due to friction closer to the last stable orbit.

Microquasars are special cases of x-ray binaries, where photon emission is visible

from two jets from the compact object, similar to AGN but for the scale (see Figure 2.4).

X-ray and in some casesγ-ray emission are visible from the central part of the system, and

optical to radio emission from farther out along the jet. These systems are variable, some,

such as Cygnus X-1 and Cygnus X-3, exhibit occasional bursts ofactivity on timescales of

days, possibly producing neutrinos from 1-100 TeV [79]. Others, such as LS I +61 303,

have highly elliptical orbits and are seen to emit TeV photons during the part of the orbit

when the binary objects are farthest (apastron) [80].

In the case of LS I +61 303, the stellar partner is a massive, rapidly rotating B0Ve main

sequence star. The star loses mass through a strong stellar wind thought to be formed by

a fast, low-density polar wind and a slow, high-density equatorial decretion disc [82]. The
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Figure 2.4 Figure of Cygnus X-3 during a radio outburst on September 20, 2001 taken in

22-GHz waveband with the Very Long Baseline Array, where jet emission is clearly visible.

The black lines on the top and bottom images are model fits for the motion of knots along

the ejected jet of material. Image from [81].

dynamic binary system of LS I +61 303 has been observed to be periodic in a broad range

of wavelengths from radio [83], soft and hard x-ray [84, 85],GeV [86] and TeV photons

[87, 88]. It remains open if the TeV photon emission stems from a microquasar scenario

[89] or a pulsar scenario [90]. At present observations of the system can not rule out the

presence of hadrons in the pulsar wind, but the detection of TeV neutrinos would be positive
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proof of hadronic acceleration.

2.3 Acceleration potential of sources

Charged particles can be accelerated in the shock fronts of SNR or AGN. Rotating

neutron stars can also have tremendous time-dependent magnetic fields with the potential

to accelerate particles. However, a given source will have amaximum energy to which it

can accelerate particles depending on the strength of the magnetic field and the size of the

region permeated by the field.

A charged particle will no longer be confined to a region with amagnetic field when

the Larmor radius is greater than the size of the region, which sets an upper limit on the

energy of particles which can be produced. The Larmor radiusof a particle with momentum

~p in a magnetic field with perpendicular componentB⊥ is expressed as:

R =
|~p|
qB⊥

=
E/c

ZeB⊥

. (2.1)

The equation for the maximum particle energy is then:

Emax

GeV
≃ 3× 10−2 × Z × R

km
× B

G
(2.2)

The maximum energy is proportional to the charge of the particleZ, the size of the region

and the strength of the magnetic field, leading to a plot showing the candidate accelerators

for the highest energies of the cosmic ray spectrum (see Figure 2.5).
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Figure 2.5 The Hillas plot of the distribution of source sizes and magnetic field strengths re-

quired to accelerate cosmic rays to specific energies for protons and iron, here marked off as

the diagonal lines as the minimum size and magnetic field strength. Classes of astronomical

objects which may be accelerators are marked. Plot from [91].



30

Chapter 3

Multi-Wavelength Observations

Observations of sources in photons is essential for their characterization, since the processes

which accelerate particles to relativistic energies will also exhibit emission of high-energy

photon with a characteristic spectrum. A number of sources have been observed to emit

photons of> 1 TeV in energy, which makes them of particular interest to IceCube. This

section covers the nature of the multi-wavelength observations used to motivate IceCube

searches and touches on the different emission models whichobservations in photon energy

bands can be used to differentiate.

As an example, the blazar Markarian 421 is an object with frequent flares in multiple

energy bands, and has been frequently the subject of multiwavelength campaigns from radio

to TeV energy photons. The nature outbursts of Markarian 421is not clear, some flares see

the x-ray wavebands tracking the same asγ-rays, others see activity in only one or the other

[92, 42], potentially pointing to different underlying causes of different outbursts.

The correlation of high energy emission from blazars is important in the effort to

model the emission mechanism of objects such as Markarian 421 and other blazars, be-

tween the leptonic models where a single population of relativistic electrons is responsible

for the synchrotron emission and also the high energy radiation as being due to the inverse
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Compton effect, and hadronic models where the high energy emission is due to a separate

population of relativistic protons (see Figures 2.3 and 3.1). Presently both models have

enough freedom to fit the measured spectral energy distributions. Multi-wavelength obser-

vations are useful for directing neutrino searches, and as more is known about blazars and

other objects, neutrino searches will be able to be directedto specific kinds of flares which

are most likely to be associated with cosmic ray acceleration and neutrino production.
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Figure 3.1 Spectral energy measurements for the blazar Markarian 421, showing the low

hump in109 to 1020 Hz, and the high-energy hump from1020 to 1028 Hz, including data

taken from radio, infrared, optical, ultraviolet, x-ray and gamma-ray observatories. Figure

from [49].

One particularly interesting flare signature is called anorphan flare, where a blazar



32

exhibits a heightening in the TeV photon band, but not in other energy ranges. This type

of flare was seen twice from 1ES 1959+650, and is not currentlyexplainable by leptonic

emission models. There was ana posterioricheck using AMANDA neutrino data during

these orphan flares, seeing two on-source events during these peculiar flares [51].

Other objects such as microquasars are also highly dynamic in x-ray and gamma-

ray bands, the lightcurves of which are typically more complicated than for AGNs. The

variability can depend on the orbital parameters of the system and the amount of material

surrounding the compact object can vary more than in the caseof blazars, accreting and

occasionally being blown off in a large burst. This information has also been used elsewhere

[93] to guide other searches for neutrino emission from the binary system Cygnus X-3

during outbursts.

3.1 Optical Monitoring of Blazars

Part of the work done as part of this IceCube analysis was to contribute to a mul-

tiwavelength campaign monitoring blazars known to exhibitrapid changes in flux across

many wavebands (see Table 3.1 for a list of sources). This wasdone to complement the

observations in high-energy photons used in the likelihoodanalysis. The results for the

blazar Markarian 421 from this campaign with other multiwavelength contributions can be

found in [42] and [92]. The instrument used is the WIYN 0.9 meter optical telescope lo-

cated at the National Optical Astronomy Observatory at KittPeak, Arizona. Since 2006 we

have used it in a synoptic program for multiwavelength monitoring of a number of blazars

using the Johnson B and V and Cousins R optical filters and a single-chip CCD with a 20

arcmin field of view. The images are reduced using the IRAF datapackage. Bias images

and dome flat-field images taken on each night the sources are used to subtract backgrounds
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due to the CCD camera and the telescope optics using theccdproc routine. Photometry

is done differentially using theqphot routine using a minimum of three known reference

stars per object [94]. The fluxes are not corrected to accountfor the emission of the host

galaxy, since our IceCube analysis is more interested in measuring the relative variation in

flux over time from each source. Examples of the light curves produced as a result of this

program, including that for Markarian 421 which has been observed since 2006, can be seen

in Figure 3.2.

Source Dates

Markarian 421 2006-2011
1ES 1959+650 2006-2011
BL Lacertae 2010-2011
1ES 2344+514 2008-2010
3C 66A 2009-2011
H 1426+428 2009-2011
W Comae 2009-2011
3C 273 2010-2011
1ES 1218+304 2007
1ES 0806+525 2008-2011
CGRaBS J0211+1051 2011

Table 3.1 List of the sources covered by the WIYN synoptic program and dates when data

was collected.

3.2 High Energy Photon Observatories

The multiwavelength observations also involve several observatories designed to de-

tect much higher energies. For photons of x-rays and GeV gamma rays, the Earth’s at-

mosphere is opaque and satellite-based telescopes are required. At photon energies above

roughly 1 TeV, showers from the interaction of these photonsin the upper atmosphere can be

detected from ground-based instruments, typically situated at high elevation. This section
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Figure 3.2 Three of the optical light curves from the WIYN synoptic program. Top is

Markarian 421, middle is 1ES 1959+650, bottom is H1426+428.
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covers a the observatories which took data used in IceCube searches.

3.2.1 Swift Gamma-Ray Burst Mission

The Swift satellite was launched on November 20, 2004 with multiple instruments

to detect and study GRBs, to both detect the initial burst and tostudy the afterglow after

slewing to the burst coordinates [95]. The Burst Alert Telescope (BAT) is designed to cover

a 3 str piece of the sky, with a randomly distributed coded mask of lead tiles. The angular

response of the BAT has a FWHM of 20 arcmin. The BAT energy rangeis 15-150 keV,

and lightcurves are provided in the 15-50 keV range. Swift also has pointed instruments for

ultraviolet and optical measurements (the UVOT) and the X-Ray Telescope (XRT) to take

images and spectra of GRB afterglows.

3.2.2 Fermi Gamma-Ray Space Telescope

TheFermisatellite was launched on June 11, 2008. It has two primary instruments,

the Large Area Telescope, or LAT [96], there is also the Gamma-Ray Burst Monitor, or

GBM, designed to detect GRBs over a 9.5 str field of view [97].

The LAT is a pair-production telescope with a 2.4 str field of view. It operates in a

continuous scanning mode, so it is able to scan the entire skyevery two orbits, or about 3

hours, and for any object it samples the light curve several times per day. The main compo-

nent is a 4x4 array of silicon-strip pair tracker with tungsten conversion foils and a Cesium

Iodide calorimeter for energy measurement. The tracker andcalorimeter are covered by a

plastic scintillator anti-coincidence detector to veto tracks due to the much larger numbers

of cosmic-rays. The angular resolution is strongly energy dependent, from 68% contain-

ment in3◦ at 100 MeV to0.04◦ at 100 GeV. Energy resolution of the LAT is typically better
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than 10% for the nominal energy range of 100 MeV to 300 GeV.

After 11 months of operation, the Fermi-LAT collaboration published their first AGN

catalogue [98] containing 709 GeV-sources associated withAGNs, many of which are in the

previously published Bright Source list catalogue [99]. TheFermi-LAT collaboration has

studied the fluctuations of a sample of blazars using the first11 months of data [100], featur-

ing many of the sources tested with IceCube for coincident gamma and neutrino emission,

of the 132 sources which are seen with very high confidence by the LAT, 57 are FSRQs and

42 are identified at BL Lac objects [101], which can be seen in Figure 3.3.

The LAT photon-by-photon data, exposure maps, and a set of analysis tools are pro-

vided to the public, the light curves in this work are produced using these data and tools.

Cosmic-ray induced events are also included, light curves here use the diffuse class event

selection used for events which have a high probability of being photons. For each source

theFermiScience Tools v9r15p2 package is used. Photons are selectedusing thegtselect

tool from within 2◦ of each source. Photon events with zenith angles greater than 105◦

were excluded to avoid contamination due to the Earth’s albedo. Photons during bad runs

and arriving while the sattelite was in the South Atlantic Anomoly are excluded using the

gtmktime tool. The total exposure is calculated using thegtexposure tool. Time bins of

one day width were then made with thegtbin tool to calculate an average daily flux.

These light curves are used to test a correlation between emission in GeV photons

and TeV neutrions in the analysis presented in Section 10.1.This method does not take into

account diffuse background emission, which is high for sources in the galactic plane. How-

ever, the analysis in Section 10.1 assumes a constant level of emission due to background

and the quiescent source state.



37

00 -3030 -6060 -9090 -120120 -150150 -180180

30

-30

60

-60

90

-90

Figure 3.3 Map of the locations of the LAT Bright AGN Sources ingalactic coordinates.

FSRQs are marked as closed circles, BL Lacs as open circles, Uncertain type as closed
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3.2.3 Ground based observatories

At photon energies above 1 TeV, satellite based observatories no longer have the area

necessary to get sufficient statistics for the purposes of point-source astronomy. TeV energy

photons interacting in the atmosphere create electromagnetic cascades through bremsstrahlung

and electron-positron pair production. These cascades propagate down through the atmo-

sphere in a thin pancake of light which can be detected by ground based observatories.

Hadronically-induced showers are also detected and care must be taken to separate

hadronic from photon showers. Hadronic showers will produce muons, which give the

shower a profile which is clumped at certain locations with more energy near the muons.

Muon production is strongly disfavored from photon showers, giving them a much more

uniform signature.
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1-day binned data. The time scale covers the whole of the 40 and 59-string data taking. The

source saw several large flares in photons of GeV energies during 2009 and 2010.

3.2.3.1 Imaging AtmosphericČerenkov Telescopes

IACTs use a telescope to focus the light from these cascades with about a4◦ diameter

view of the sky onto photomultiplier tubes, forming an imageof the shower track. The

photons created by the shower are detected directly. Due to this detection technique, data

can only be taken on clear, moonless nights, resulting in a duty cycle of roughly 10%. The
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energy sensitivity ranges from 100 GeV to 10 TeV. Showers from hadrons typically appear

blurrier compared to enlongated and sharp showers from photons. The first of this type of

this detector is the single Whipple 10 m telescope, which firstdetected TeV photon emission

from the Crab nebula [102].

However, detecting the same shower in multiple locations allows for a better angular

resolution, on the order of0.05◦ to 0.1◦. The VERITAS array of four telescopes is located

at the base camp of the Fred Lawrence Whipple Observatory in southern Arizona. MAGIC

is a set of two 17 m diameter telescopes on the Canary Island of La Palma. The four 13 m

telescopes of H.E.S.S. are located in the Khomas Highland ofNamibia.

3.2.3.2 WaterČerenkov Detectors

A second method of detection of air showers from TeV photons is to have a ground

array of detectors. The Milagro experiment [103] was a largewater pool with outriggers

located at Los Alamos, New Mexico, performing a scan of Northern Hemisphere sources.

Milagro used two layers of phototubes 5m apart, the top layerdetecting the electromagnetic

component of showers while the lower layer is designed to better detect the muonic compo-

nent. Another experiment, the High Altitude WaterČerenkov (HAWC) detector, consists of

many independent tanks of water and is under construction inMexico beneath the peak of

the Sierra Negra mountain [104].

These detectors have a large field of view, but with typicallyworse angular resolution

than IACTs (∼ 1◦ for Milagro). A shield is used to block out light, sǒCerenkov light from

the leptonic component of the shower is detected and used forreconstruction, leading to a

high duty cycle which is not dependent on the weather or daylight.
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Chapter 4

The IceCube Detector

The IceCube Neutrino Observatory is a kilometer-scale neutrino telescope situated at the ge-

ographic South Pole [7, 105]. It consists of three sub-detectors working in concert: IceCube,

IceTop, and DeepCore, which are described here (see Figure 4.1). Each of the sub-detectors

make use of one principal detector component, an optical detector with digital readout, or

Digital Optical Module (DOM). The In-Ice portion of the detector is composed of a deep

array of 86 strings each holding 60 DOMs, which are deployed between 1450 and 2450 m

below the glacial surface. IceCube strings are horizontallyseparated by about 125 m with

DOMs positioned vertically 17 m apart along each string. Thebulk of ice above the detector

shields muons from cosmic rays of less than 200 GeV from reaching the detector.

Eight of the IceCube strings in the middle of the detector haveDOMs with high quan-

tum efficiency photomultiplier tubes and a smaller spacing than the rest of the detector: 6

strings with 70m spacing and two more with spacing of 42m. All8 of these strings have

7m vertical spacing between DOMs, which are placed in the bottom half of the detector,

where the ice is the clearest. These 8 strings, along with theseven neighboring strings rep-

resent the DeepCore sub-detector, the purpose of which is to improve the neutrino energy

detection for energies below 1 TeV. Since it is situated in the center of the detector, the
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outer strings can be used to veto down-going cosmic ray muonsand select neutrinos which

interact inside of the DeepCore fiducial volume. A surface array, IceTop, consists of 162

tanks of highly pure ice, each with two DOMs frozen to the top of the ice. Each of the 81

stations has two tanks, placed near the top of the main grid ofstrings. IceTop is designed

to detect the electromagnetic component of cosmic ray air showers. This information can

be used to reject events seen in the ice as being from air showers for tracks less than. 30◦

from vertically down-going.

The construction of IceCube started with the first string installed in the 2005-6 season

[106] and has recently been completed in the austral summer of 2010-11. The configura-

tions of IceCube that have been used for the analyses performed in this paper are shown in

Figure 4.2. The prototype for IceCube, the Antartic Muon And Neutrino Detection Array

(AMANDA), consisted of 677 eight-inch optical modules arranged on 19 vertical strings

mostly between 1500 and 2000 m below the surface. Ten of thesestrings were deployed

before 1997, the final nine added by the 1999-2000 austral summer. AMANDA operated

independently from 2000-2006, when it was integrated into IceCube. AMANDA was de-

comissioned in 2009, and not used in this work.

4.1 Digital Optical Module

IceCube is composed of thousands of independent data acquisition (DAQ) devices.

The electronics of each DOM (see Figure 4.3) are housed in a 35.6cm diameter, 13mm

thick sphere of borosilicate glass. This bathysphere is designed to resist a pressure of up

to 400 atm, which can withstand the pressure of deployment and the refreezing of the ice

afterwards.

The most prominent feature of each DOM is a R7081-02 Hamamatsuphotomultiplier
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Figure 4.1 Schematic view of the IceCube Neutrino Observatory and its sub-detectors at the

geographic South Pole.

(PMT) with 25 cm diameter [107]. The quantum efficiency of thePMT peaks at 25% for

light with a wavelength of 390 nm, and the spectral response is from 300-650 nm (see

Figure 4.4). The PMT is optically coupled to the glass with a layer of silicone gel. A mu-

metal grid of a nickel-iron alloy shields the photomultiplier from the Earth’s magnetic field,

which would otherwise degrade the timing of the PMT. Each DOMalso contains a modular

2kV high voltage supply for the PMT.

A main electronics board in each DOM [108] reads, digitizes and timestamps the
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Figure 4.2 The growing IceCube detector seen from the top. Filled circles inside empty

circles indicate deployed strings for each configuration, where all strings used in the 40-

string configuration were also used in the 59-string configuration, and likewise all strings in

the 22-string configuration were used in larger configurations.

analog PMT voltage. This is done with two types of waveform digitizers. First, an Analog

Transient Waveform Digitizer (ATWD) chip collect 128 samples for the first 420 ns. Three

digitizers act in parallel on the signal fed through amplifiers with gains of×16, ×2 and

×0.25. The data uses the highest unsaturated gain channel. Two chips are included since

after triggering, the ATWDs have a 29µs readout time, and are used alternately to minimize

deadtime. The PMT signal to the ATWDs is read through a line on the delay board, allowing

digitization of roughly 70 ns of waveform before the trigger. The second waveform digitizer
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is a fast Analog to Digital Converter (fADC) which takes 256 samples of the PMT voltage

over 6.4µs. This gives a coarser sampling than with the ATWD, but the fADC has a much

longer readout time and a dead time of only two clock cycles (50 ns) between separate

readouts. The transmission of the data after digitization to the surface are handled by field-

programmable gate arrays (FPGAs), also on the main board.

Finally, a flasher board with twelve light emitting diodes (LEDs), which are used for

in situ calibration of the ice properties. Half of the LEDs point radially outwards from the

top half of each DOM, the rest are angled upward at an angle of 48◦. The flashers are

typically peaked at a wavelength of 405 nm, during the 2010/11 deployment season, DOMs

with LEDs peaked at 340, 370, 450, and 505nm were also deployed to study the wavelength

dependence of the scattering and absorption in the ice.

All DOMs are connected to the surface via four sets of twisted-pair cable which enter

the DOM on the penetrator assembly. On the surface near each string is a junction box

where the IceTop DOMs are connected, and a cable to the IceCubeLab (ICL) connects

each string to a single DOM Hub for readout.

4.2 Trigger and Data Acquisition

Hits on DOMs can come in two modes: hits which arrive within± 1 µs from another

hit on the neighbor or next-to-nearest neighboring DOM on the same string register as Hard

Local Coincidence (HLC) hits. All other hits are referred to asSoft Local Coincidence

(SLC) hits. The HLC correlation condition greatly reduces the data rate due to PMT noise

or photons from radioactive decay in the glass housing. SLC hits were kept starting with the

59-string data taking period for improved reconstruction of low-energy events and enhanced

capability to identify neutrinos which interact inside of the detector.
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Figure 4.3 Outline of the IceCube Digital Optical Module, with component pieces labeled.

IceCube uses a simple multiplicity trigger, which requires that at least eight DOMs

are triggered within 5µs. For a DOM to trigger, it is both required that the DOM PMT

voltage crosses the discriminator threshold (0.25 of a typical photoelectron), and this “hit”

to be in coincidence with at least one other hit in the nearestor next-to-nearest neighboring

DOMs on a string within±1µs (i.e. that the hits meet the HLC condition). Once the simple

multiplicity condition is satisfied, information from all triggered DOMs within a±10 µs

window is read out and merged to create an event. This means that 20µs is the effective limit

on how close two events can be in time for the 59-string or 40-string data. Improvements in

physics event definition remove this constraint for data taken with the completed detector.

Once read out to the surface, the digitized waveforms are read over using a Bayesian

unfolding algorithm, extracting the total number of photoelectrons and their arrival times
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Figure 4.4 The plot on the left shows the acceptance of the DOMto photons traveling

vertically upwards into the PMT versus wavelength. To the right shows the number of

Čerenkov photons as a function of wavelength emitted per meter by a muon, convolved with

the acceptance of the DOM. The integral of this curve is 2450 photons, the total number of

photons emitted per meter.

(hits) using a template single photoelectron response. These hits are used in various event

reconstructions to determine if events pass one of the filters for transmitting the event infor-

mation over the satellite.

Standard IceCube data-taking runs are eight hours long, withroughly two minutes

between the end of one run and the beginning of the next. Downtime can be due to runs

with active flashers, calibration runs, or temporary issues. IceCube has approximately a 99%

uptime for data taking, but not all is useful for analysis. Calibration runs (prevalent during

commissioning new strings after deployment) and runs with active flashers are excluded.

Also, some runs will have one or multiple strings missing while problems with particular

DOMs are fixed. These runs remain capable of detecting extraordinary astrophysical events,

such as a galactic supernova or a particularly bright GRB.

Runs which fail within 20 minutes are typically unstable and are excluded in analysis.
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Run monitoring in the North is performed for all runs to check for rate irregularities for

individual filters and individual DOMs and to check DOMs for other issues, such as a higher

current draw, a change in the PMT response shape or temperature. We further monitor the

rate of each run and check for any deviation from an average that accounts for a seasonally

adjusted average rate [109]. To ensure stable detector conditions, the event rates of runs

were required to be within5σ from a rolling average over±2 days. This loose constraint

allows for short-term weather variability.

4.3 Optical properties of the South Pole Ice

The glacial ice beneath the South Pole is the clearest material known for wavelengths

between 200 and 400 nm [110], but it has deposits of dust in varying amounts in layers

depending on the global climate at the time the ice was formed(up to∼ 200, 000 years

ago, see [111]). Characterizing the optical properties and how they change in the glacier is

important for properly simulating light in the detector. The major variation in the optical

properties of the ice of the instrumented volume between 1450 and 2450 m is the presence

of vertical variations in the dust concentrations in the icedue to changes in the climate and

volcanic activity, affecting the scattering and absorption coefficients in those layers (see

Figure 4.5). Less than 1400 m below the surface of the glacier, air bubbles are the primary

cause of scattering of light in the glacier. Below this, the pressure from the ice above over

time has caused the air and ice to form clathrates, and dust particles are the primary cause of

scattering. For IceCube, the light seen by PMTs has typicallybeen scattered several times.

The scattering follows the Mie treatment of [110], which is highly peaked in the for-

ward direction, with〈cos θ〉 = 0.94. The effective scattering length,λe, is defined in terms
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of the scattering lengthλs and the mean scattering angle:

λe =
λs

1− 〈cos θ〉 (4.1)

which functions as the distance required to randomize the direction of an average photon.

IceCube has an average effective scattering length of about 20 m for light at 400 nm, the

peak of theČerenkov spectrum, much shorter than the typical absorptionlength of 110 m.

This compares to neutrino telescopes in water, such as ANTARES in the Mediterranean Sea,

where the effective scattering length is significantly longer at 100 m, but a shorter absorption

length of 57 m [112].

One additional characteristic of the ice is from the residual air bubbles left in the

column melted during deployment of the DOMs. Since the 2010/11 austral summer, a

video camera deployed at the bottom of one of the IceCube strings has made observations

of the refreezing. The camera has observed that the hole freezes from the outside in, forcing

the air bubbles toward the center of the region. This leaves only a narrow column of ice with

higher scattering than the surrounding glacial ice. Functionally this line of ice with more

scattering intersecting with the DOMs smooths out the response function of the PMTs.

4.4 Data Filtering

Due to constraints on the amount of data which can be transmitted to the Northern

Hemisphere via satellite from the South Pole, IceCube uses various filters to select events

for transmission. All events, however, are saved on tape andphysically transported to the

North every year. All events have initial reconstructions performed using track and cascade-

based hypotheses, some of which are selected for transmission over satellite to the Northern

Hemisphere for additional processing and analysis. The muon filter focuses on the selection
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Figure 4.5 The fit parameters of the scattering length and absorption versus depth of the

South Pole ice. Shown are two models of the ice properties: the AHA model which was first

developed using flasher data from the AMANDA detector and extrapolated to the deep ice

using dust logger data, and the SPICE MIE model which is more recent and uses an iterative

fit with IceCube flasher data to model the dependence of the scattering and absorption versus

depth.

of upward-going track-like events.

Before quality cuts or prescale factors are applied, IceCube data are dominated by

physics events caused by down-going atmospheric muons. This is the case in the up-going

signal region as well, since a small fraction of atmosphericmuons are misreconstructed as

up-going and must be rejected in the process of applying analysis cuts. This is mainly due

to light which does not fit a single track hypothesis, such as noise or light due to multiple

particles passing through the detector in a short time. The atmospheric muon rate exhibits

a seasonal variation of roughly±10% due to changes in density of the atmosphere at the

South Pole [109]. This variation can be seen in the rate of up-going muon-filtered events for

three detector configurations can be seen in Figure 4.8. When the atmosphere is warmer and

less dense during the austral summer, the fraction of pions and kaons in air showers which
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40-strings 59-strings

Triggered events 3.3× 1010 4.2× 1010

L1 muon filtered events 8.0× 108 1.0× 109

Events in final sample 36,900 107,569

Table 4.1 Summary of the total number of events which triggerIceCube, pass filter selection,

and are used in the final point-source selections from the 59-and 40-string configurations.

decay before interacting is increased compared to the fraction in winter. The muon rate also

varies several percent on timescales of several days as a result of weather phenomena in

Antarctica. For up-going atmospheric neutrinos the seasonal variations are smaller, approx-

imately 5%, since neutrinos are created over a wide range of Earth’s latitudes compared to

the atmospheric muons created near the South Pole.

Filters include the muon filter for track-like events, the cascade filter for spherically-

shaped events, the extremely high energy filter for events with a large amount of detected

light, and the minimum bias filter, which selects a sample of all events with a specified

prescale factor. The number of all triggered events, muon-filtered events, and for the final

analysis sample can be seen in Table 4.1.

Here we also show two sample events, first (Figure 4.6) is an example of a cascade-

like event from the 40-string detector. Second is a high-energy down-going muon from the

59-string detector (Figure 4.7).
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Figure 4.6 Example of an event from the 40-string data takingwhich was reconstructed as a

cascade and passed the cascade-like filter. The color of the hits is a measure of timing, here

we see a ball of light.
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Figure 4.7 Example of an event from the 59-string data takingwhich was reconstructed as

a high-energy down-going track and passed through the muon-like filter. The color of the

hits is a measure of timing with red earlier and purple later.The red line is the MPE track

reconstruction of the event
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Figure 4.8 The rate per run of the filtered stream of muon events with zenith angle≥ 80◦ selected at the South Pole for the

22-string (dark green points before MJD 54560), 40-string (light blue points between MJD 54560 and 54971) and 59-string

(dark blue points after MJD 54971) detectors as a function ofMJD. The small modulations around the main seasonal oscillation

are due to short-term weather variability (plotted in lightblue). The rate increase with respect of the 40- to 22-stringdata was

due to the increased detector size, between the 40 and 59-string periods the muon filtered events required events to have better

initial reconstruction parameters, so the filter rate decreases slightly to conserve satellite bandwidth. The effective temperature

can be seen in lavender.
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Chapter 5

IceCube Event Reconstruction

This chapter focuses on the treatment of the data after the initial filtering at the South Pole

and transmission to the North and before the final event selection for analysis. This treat-

ment involves performing a number of muon reconstructions on the data, with the goal of

finding a track which represents the data well. This chapter describes the first-guess recon-

struction, also likelihood-based reconstructions which use information about scattering and

absorption of light in the ice. Different methods of hit cleaning are also covered.

Several different assumptions which are made in different reconstructions. Some as-

sumptions are designed to find mis-reconstructed background and use the down-going atmo-

spheric muon distribution as a starting point, others assume that the event is best described

as two separate muon tracks.

5.1 Hit Cleaning

The first step in cleaning hits is to remove those from DOMs which are known to have

issues: some do not communicate, some have high current throughput or high noise rates

compared to other DOMs, or have a broken local coincidence connection to neighboring

DOMs. For the 40- and 59-string configurations, bad DOMs are only about 2% of the total
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deployed.

The event builder at Pole uses all hits from±10 µs from the trigger, which is much

wider than the transit time of a particle from one side of the detector to the other (3.3µs per

km). This means that the readout window can contain a significant amount of noise or even

multiple particles from separate air showers can be included. This additional light in the

detector which is not described by a single-track hypothesis can confuse the reconstructions,

causing good neutrino events to be cut out or, more likely, tocause atmospheric muons to

appear to make up-going tracks. A first hit cleaning designedto minimize the effect of

noise is used to select hits in each event with a sliding time window of 6µs. It scans over

the entire readout window and selects the time window where the sum of the charge of hits in

the window is at a maximum, thus retaining the most information with which to reconstruct

the track. The hits outside that window are removed and are not used for reconstruction.

Other implementations of hit-cleaning algorithms are usedat higher levels of processing in

order to better distinguish coincident events and noise hits (see Section 5.3).

Additional work has been done such that offline reconstructions can be done using

a dynamic, topologically motivated hit cleaning. This was used in the analysis of the 59-

string data as a part of the cut logic, but will be used starting with the 79-string data to split

separated hits from one trigger of the detector into topologically separate events for physics

analysis.

5.2 Track Reconstructions

This work only considers track-like events depositing light in the detector. Other anal-

yses, however, can look for cascade-like spheres of light inside the detector due to electron

neutrinos or neutral current interactions. For all reconstructions we find the parameters of
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some track:

~a = (~r0, t0, θ, φ, E0) , (5.1)

where a particle with energyE0 passes through some position~r0 at timet0, moving in the

direction given by the zenith and azimuthal angles(θ, φ, respectively).

5.2.1 Line Fit First-Guess Reconstruction

The initial reconstruction done on all events uses all HLC hits to reconstruct an event

as a plane wave passing through the detector. This is used to calculate the average velocity

~v in each directionx, y, andz to form a track passing through the center of gravity for the

event, calculated using the charge to weight each DOM. The assumption is that the hits can

be described as the plane wave passes through the detector, so the position of each hit~ri can

be described as:

~ri = ~r0 + ~vti (5.2)

where~r0 is the initial location andti is the time of theith hit since somet0. Theχ2 distri-

bution of the hits is then:

χ2 =
∑

i

(~ri − ~r0 − ~vti)
2 . (5.3)

This can be minimized analytically by differentiating withrespect to~r0 and~v, yielding

the direction and vertex of the track:

~r0 = 〈~ri〉 − ~v〈ti〉 (5.4)

and

~v =
〈~ri~ti〉 − 〈~ri〉〈~ti〉
〈t2i 〉 − 〈ti〉2

. (5.5)



57

In the data processing this track and starting vertex are used as the first guess for an initial

track reconstruction using a maximum likelihood method.

5.2.2 Maximum Likelihood Track Reconstruction

More sophisticated reconstructions use the information about the angle of̌Cerenkov

radiation with respect to the particle track and the expectation of scattering and absorption in

the ice to define the likelihood of observing a photon at a particular time and distance from

a particular muon track. The goal is to reconstruct a set of unknown muon track parameters

~a given a series of photon arrival times and locations~xi.

The likelihoodL of a track~a given the data~xi is the product of the probabilities of

each hit:

L =
∏

i

p(~xi|~a) , (5.6)

wherep(~xi|~a) is the probability density function (PDF) of observing eachhit ~xi given the

muon track parameters~a. The best-fit track is not calculable analytically, so−L is mini-

mized using a numerical minimizer,MINUIT [113]. TheMINUIT SIMPLEX routine is used,

and iterated with different starting conditions to increase the chances of finding the global

minimum for the event, the most likely track.

The expectation of the photon arrival times at each hit DOM atlocationri would be:

texp = t0 +
d(~ri − ~r0 + d tan θc)

c
(5.7)

with d as the closest approach of the muon track and the DOM andθc theČerenkov angle in

the medium. The time residual of the hit is calculated as the difference between the expected

and actual (thit) hit times:

tresidual = thit − texp. (5.8)
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The likelihood reconstruction models the track as a series of hits at a certain distanced from

the track with a certain timing offset from a direct photon oftresidual.

5.2.2.1 Pandel Function

In order to use scattering and absorption of light and the ice, an analytic expression

is used to characterize photon propagation. The Pandel function [114] is this analytic ex-

pression, designed to express the likelihood of aČerenkov photon from a particular track

arriving at each hit DOM at the reconstructed time residual:

p(tresidual) =
1

N(d)

τ
−d
λ t

d
λ−1

residual

Γ(d/λ)
e
−
(

tresidual(
1

τ
+ c

nλ̇a
+ d

λa
)
)

(5.9)

where

N(d) = e
−d
λa (1 +

cτ

nλa

)
−d
λ . (5.10)

Here n is the index of refraction of the ice,λa is the absorption length with an average value

of 98 m,d is the distance of the detected photon from its point of emission. Γ(d/λ) is the

Gamma function andN(d) is the normalization factor of the PDF. Parametersλ andτ are

free parameters determined by Monte Carlo simulation.

5.2.2.2 Single Photo-Electron

This first method uses the time of only the first hit in each DOM but the photon arrival

expectation distribution for an arbitrary photon from the track (hence single photo-electron,

or SPE). This method uses the Line Fit first guess as a seed, andis run with one iteration

for the online filtering of events. The process of testing multiple initial conditions designed

to evenly fill the zenith and azimuth space was run 32 times in the offline processing of

40-string data, while 8 iterations were found to be sufficient for the 59-string data.
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Figure 5.1 Diagrams of the time residual distribution usingthe Pandel function (dashed

curves) to the detailed simulation (in black) at two distances from the simulated muon track.

5.2.2.3 Multiple Photo-Electron

This formation of the likelihood uses the timing of the first hit with the photon arrival

expectation for the correct number of hits (hence multiple photo-electron, or MPE). Each

DOM which has more than one photon is also given an additionalweight in the likelihood.

The multiple photo-electron PDF for the first ofN photons can be constructed as

p1N(tresidual) = Np1(tresidual)
(

∫ ∞

tresidual

p1(t)dt
)N−1

. (5.11)

This is also useful for the fact that the first photoelectron will typically experience less

scattering than an average photon. This reconstruction typically uses the result of the Single

Photo-Electron reconstruction as a first guess. That reconstruction is better at sampling the

likelihood space over the sky to find the global minimum, since the additional information

from the number of hits per DOM causes the likelihood space ofthe track on the sky to

have more features and local minima, and as such it requires astarting point near the global

minimum.
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5.2.2.4 Paraboloid Fit

This reconstruction samples the likelihood space near the minimum found in the MPE

track fit, testing the likelihood values of tracks with a known angular offset from the best

track, and fits a two-dimensional parabola to the result. Thepoint where the likelihood is

half of the value of the maximum is defined as the average expected error of the event [115].

Three concentric circles with a maximum radius of2◦ with eight sampling points on each

are used, so this reconstruction typically takes 24 times longer than the basic likelihood fits.

In practice a correction factor is applied as a function of energy using simulation due to

additional stochastic losses not modeled by the Pandel function (see Figure 5.2).

The fits to the functions use the reconstructed energy of the MPE trackσMPE, and are

different in the 40-string and 59-string data. The rescaling function used for the 40-string

data is:

σMPE = σMPE ×
(

5.916− 2.340× log10(EMuE) + 3.219× log10(EMuE)
2
)

, (5.12)

and for the 59-string data it is:

σMPE = σMPE ×
(

31.91− 24.56× log10(EMuE) + 7.197× log10(EMuE)
2 (5.13)

− 0.9082× log10(EMuE)
3 + 0.04311× log10(EMuE)

4
)

. (5.14)

5.2.2.5 Bayesian Track reconstruction

This method uses the known zenith distribution of muons fromcosmic ray showers as

an additional weight in the Pandel likelihood method. The known zenith distribution is fit

with a polynomial and used as a prior using Bayes’ theorem:

P (~a|~x) = P (~x|~a)P (~a)

P (~x)
(5.15)
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Figure 5.2 A plot of the uncorrected pull distribution of theMPE paraboloid reconstruction

versus energy for the 40-string configuration. The pull is the reconstructed angular error

divided by the true reconstruction error, so values larger than one indicate a reconstructed

error which is too small. In practice, at higher energies stochastic energy losses along

the track confuse the reconstruction, causing a narrower minimum than should be found.

Finding a narrower minimum is much more detrimental to point-source analyses, as this

will cause events which come from a common source to appear from separate sources,

increasing the signal needed to make a discovery. Thereforewe apply a correction, which

is done as a fit to the median of the pull distribution shown here.

whereP (~a|~x) is the probability of there being a muon track with parameters ~a given the

set of hits~x, the probability using the Pandel formula of a muon to produce a set of hits

is P (~x|~a), andP (~a) is the prior probability from the known distribution of cosmic ray

muons. This weight requires the track to have a zenith angle above the horizon. Since the

background due to air showers is O∼105 larger than the neutrino background, the ratio of

the likelihoods from the Bayesian and standard reconstructions is a powerful rejection factor
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for events in the up-going region.

5.3 Coincident Muons

Roughly 10% of events at trigger level have more than one atmospheric muon in

the detector in a single readout window. The atmospheric muon spectrum is quite steep,

so often only one particle is easily identifiable. Typicallynoise in the detector is handled

appropriately by the reconstruction algorithm, even when there are two separate air shower

muons in the detector at the same time. However occasionallynoise hits or multiple tracks

will be offset with the proper time to mimic a through-going track. If the timing of two of

these tracks is right, it can mimic the signature of an up-going track, and also receive a very

good track likelihood value. This background can be rejected more efficiently with track

reconstructions done with specially cleaned portions of the hits. Two algorithms are used to

split each event into separate sub-events.

5.3.1 Split Track Reconstructions

A simple way of splitting events in to different sets of hits is performed, taking half of

the events split both by the geometry and in half in the arrival time of the hits. Each of the

four sub-events has the standard likelihood track reconstructions applied. Events which are

made of coincident muons will expect to have one of the sub-events reconstructed as a down-

going track. Upward going neutrinos will expect to have bothsub-events be reconstructed

as up-going tracks with a small space angle separating theirdirection.
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5.3.2 Topological Trigger Hit Cleaning

A more sophisticated method of splitting events uses information about the average

expected travel distance of a photon in the ice, the timing and the distance of hits for an

event to iterate over all hits and separate it into causally-connected sub-events. The settings

used for the 59-string processing counted hits as being causally connected which were less

than 300m apart horizontally (about two string spacings), fewer than 30 DOM spacings

vertically (or 510 m), and were within 450 ns (roughly the expected lifetime of photons in

the detector) from being consistent with coming from the same track-like event.

We introduced this hit cleaning in the 59-string muon event processing as a cut pa-

rameter. A cut was applied to events where the event was reconstructed as up-going, but

the largest topologically split sub-event was reconstructed as down-going. This method is

especially useful in rejecting coincident events. If a different series of hits was found by the

topological splitting, up to three sub-events were kept andhad the first-guess reconstruction,

8-fold iterative SPE and a final MPE fit perfomed on the separated hit clusters. In setting up

the muon processing other settings for determining the connected-ness of hits were tested,

and we found that the settings used were in a somewhat broad minimum where 40 to 50% of

mis-reconstructed down-going events were split up and correctly found to be down-going,

while only 1% of up-going neutrino-induced muons were mistakenly split and found to be

down-going. An example of a coincident muon event split up bythe topological trigger can

be seen in Figure 5.3.
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Figure 5.3 Example of an event from the 59-string data takingwhich was split up by the

Topological Trigger algorithm. The color of the hits is a measure of timing, here we see

an up-going event in blue and a down-going event in orange. The red lines are track recon-

structions performed on the separated hit series.

5.4 Energy Reconstruction

The energy of the particle is determined by theMuE energy reconstruction algorithm.

It uses the average density of the photons along the muon track compared to the density

expected given a certain energy. The reconstruction requires a track as the seed, and it uses

this seed track to calculate the photon density using the DOMangular acceptance, distance
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to the track, and the scattering and absorption in the ice. Above energies of roughly 1

TeV, the energy loss per meter water equivalent scales with the energy of the muon (see

Section 1.2.2). The energy resolution is roughly 0.3 inlog10 of the muon energy at closest

approach to the center of the detector for particles with energies between∼ 10 TeV and

∼ 100 PeV. Figure 5.4 shows the distribution of this energy of the particle in the detector

versus the true neutrino energy for a simulated spectrumdΦ/dE ∝ E−2.
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Figure 5.4 Plot of the reconstructed muon energy in the detector vs the primary neutrino

energy for events from 59-string data-taking used in analysis for a fluxdΦ/dE ∝ E−2. The

z-axis is in arbitrary units.
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Chapter 6

The 40 and 59-string Datasets

This work utilizes data taken with both forty and fifty-nine strings of IceCube. The detector

took data with the 40-string configuration from April 5, 2008until May 20, 2009, with the

59-string configuration taking data from May 20, 2009 until May 31, 2010.

IceCube data at trigger level is overwhelmingly due to muons produced in cosmic

ray air showers, of which a small fraction are mis-reconstructed as up-going tracks. Even

then, this fraction is many times more prevalent than the fluxof atmospheric neutrinos. This

requires us to develop a system of cuts to achieve a sample which consists predominantly of

up-going neutrinos. The datasets also include a sample of high-energy down-going muons

from cosmic ray air showers. The expected spectra of neutrino sources is harder than that of

the atmospheric muon flux, and the goal is to leverage this difference to search for sources

of PeV to EeV energy neutrinos on top of the background of atmospheric muons.

There were several changes in the method of data processing and event selection be-

tween the 40 and 59-string configurations, which will be covered below.
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6.1 Event Selection Techniques

One method of events selection is for the analyzer to manually choose a set of cuts,

testing the fraction of signal vs fraction of background kept for a range of values for each

parameter. This process is iterated over for several different variables, finding the most

efficient parameter to cut on at each stage, until a data sample of sufficient purity of atmo-

spheric neutrinos is obtained. The purity is typically& 95% for a time-integrated analysis,

but it could be lower for analyses with stronga priori cuts in time, such as a GRB analysis.

This method was used in the selection of the 40-string sample[26], and was tested against

a Boosted Decision Tree event selection for the 59-string sample.

A Boosted Decision Tree (BDT) is a machine learning algorithm designed to sepa-

rate two different populations. The decision tree is similar to the manual selection of cuts

described above, in that an automated program makes a seriesof choices on predefined cut

parameters, choosing at each step which is the most efficientin sequence at separating sig-

nal and background for a given sample. Implementing this as an automatic algorithm allows

for a more intense iterative process, where for each step in the decision tree both the signal-

like and background-like samples are tested for the next best cut parameter and value. The

boosting concept takes the signal events which were labelled as background in the result of

decision trees are given additional weight in the cut selection of the next formulation of the

decision tree.

The choices for the input parameters to the decision tree include the event quality

parameters to be used to cut on, the number of branching levels for each decision tree,

a minimum number of events in a branch for it to be considered to be split again, and a

maximum number of iterations of the decision tree and boosting process before coming to
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a final result.

After the algorithm finds a final result, it gives each event a score from [-1,1], where

higher numbers indicate more signal-like events. We use thescores from several different

trees to characterize each event: two spectral signal weights are used, one for the expected

E−2 spectrum for Fermi acceleration and one for a softerE−2.7 spectrum observed in Galac-

tic cosmic rays below 3 PeV. Two BDTs are trained for each spectral weighting using sepa-

rate sets of event quality parameters. This is found to be more computationally manageable

than only using one tree with all parameters, and yields similar results. The background data

sample used is the data: this provides a more robust method ofrejecting the background,

which may include classes of events which are not produced inthe simulation chain.

6.2 Data Selection

Data selection is done using parameters related to the quality and accuracy of the

event reconstruction, including:

• Reduced Log Likelihood: The likelihood track reconstructions maximize the like-

lihood of the resulting track given the data. In practice, this likelihood scales as the

number of hit DOMs (NDOMs), so a reduced log likelihood is used. The reduced

log likelihood is the log likelihood divided by the number ofhit channels minus five

(logLMPE/(NDOMs − 5)), or the number of degrees of freedom in the track fit. It is

observed that this quantity has a slight dependence on the energy of the event, toward

selecting higher energy events. This is modified by another method of creating a re-

duced log likelihood which is theLMPE/(NDOMs − 2.5), which is found to be a track

quality parameter which does not depend on energy.
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• Line Fit Speed|~v|lf : The magnitude of the velocity vector as calculated by the initial

Line Fit reconstruction is used to identify tracks which appear to be travelling at the

speed of light. This can be a useful parameter to distinguishcoincident muon events.

• Angular Uncertainty Estimator σMPE: To estimate the angular uncertainty on the

track reconstruction direction, the likelihood is calculated for directions near the final

reconstruction and a two-dimensional parabola is fit. The error ellipse is defined as

where the log likelihood of the track reconstruction is equal to 1/2 of the maximum

value [115]. The angular uncertainty is used in the signal weight term of the analysis,

it is also a powerful parameter to reject mis-reconstructedevents. In practice the

angular uncertainty requires a rescaling based on simulation, as the method returns

a value which is too small and becomes worse at high energies.It is presently not

understood, but is thought to be due to stochastic losses anda mismatch between the

true photon timing distribution and that described by the Pandel function.

• Muon Energy ReconstructionEMuE: The photon density along the track is com-

pared with the expected density corrected for the effectivearea of the PMTs near

the track. For muon energies above 1 TeV, stochastic losses dominate, and the

estimator models the track as a sum ofČerenkov light and stochastic light due to

bremsstrahlung, pair production, and photo-nuclear processes along the track. For

muon energies above 10 TeV the energy resolution is 0.3 inlog10(E).

• Number and Length of Direct Hits NDirC andLDirC: Given the best-fit recon-

structed track, the arrival time residuals of each photon are calculated. We use a time

residual window of -15 ns to +75 ns to tag photons which are notbelieved to be scat-

tered. Since scattering delays the photons and reduces their directional information.
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Tracks with many direct hits and a longer maximum distance projected along the track

between direct hits typically are more well reconstructed.

• Zenith-weighted log-likelihood ratio log(LSPE/LBayes): The relative log-likelihoods

of a track being from a cosmic ray air shower to the best-fit reconstruction is used to

reject mis-reconstructed down-going tracks, which greatly outnumber up-going neu-

trino events. This requires the up-going track to be significantly more likely than the

best-fit down-going track in order for the event to be included in the neutrino sample.

• Minimum Zenith angle of Split reconstructions θsplit,min: The four tracks from the

time and geometry split hit series are examined and the most most down-going track

zenith angle is used, (i.e. the track which most looks like a down-going muon). For

events which have good track reconstructions, the split hitseries will give roughly

the same direction of the track. In practice it is found that the zenith angle is a better

cut parameter than the space angle between the split reconstructions since nearly all

mis-reconstructed events originate from air showers.

6.2.1 40-string Event Selection

The 40-string event selection was chosen with the aim of obtaining the best sensitivity

for anE−2 spectrum neutrino flux. A full description is available in [116], the cut parameters



71

are listed here:

[

σMPE < 3◦ AND

logLMPE/(NDOMs − 5) < 8.3 AND

(

logLMPE/(NDOMs − 5) < 8.0 OR logLMPE/(NDOMs − 2.5) < 7.1
)

AND

θsplit,min > 80◦ AND

(log(LSPE/LBayes) > 30 OR θMPE < 90◦) AND

NDir ≥ 5 AND

LDir > 200m
]

OR
[

σMPE < 1.5◦ AND

logLMPE/(NDOMs − 5) < 7.5 AND

logEMuE > fMuE,40(θMPE)
]

,

HerefMuE,40 is an energy threshold designed to keep a constant number of events per unit

solid angle in the down-going region. It is calculated usinga polynomial fit to events in

cos θ, and can be seen in Figure 6.1. The rate during the year at finalsample can be seen in

Figure 6.2.

6.2.2 59-string Event Selection

The 59-string event selection utilizes a BDT to select eventsin the up-going region,

and manual quality cuts combined with a veto of the IceTop detector and a final zenith-

dependent energy cut to maintain a constant density of events in the down-going region.

The final event rate for the 59-string detector can be seen in Figure 6.3. The up-going and

down-going regions are described here separately.
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Figure 6.1 Plots illustrating the energy cuts in the down-going region for the 40-string sam-

ple (left) and for the 59-string sample which uses the IceTopveto (right).

6.2.2.1 Up-going region of 59 strings

We use the scores from several different BDTs to characterizeeach event: two signal

spectral weights are used, one for the expectedE−2 spectrum for Fermi acceleration and

one for a softerE−2.7 spectrum observed in Galactic cosmic rays. Two BDTs are trained

for each spectral weighting using separate sets of event quality parameters.
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Figure 6.2 A graph of the rate of the final sample of 40 string events, in bins of 10 days.

Errors are statistical. Also plotted are the individual rates of up-going and down-going

events. The total fluctuation in the final data rate is±5% for down-going events and± ∼ 4%

for up-going events.

The first BDT (bdt1) uses the following quality parameters:

logLMPE/(NDOMs − 2.5)

Lbayes − LSPE

θtime−split,min

θgeo−split,min

Lbayes,geo−split1 − Lbayes,geo−split2 − Lbayes,SPE

EMuE

θMPE

σMPE
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Figure 6.3 A graph of the rate of the final sample of 59 string events, in bins of 10 days.

Errors are statistical. Also plotted are the individual rates of up-going and down-going

events. The total fluctuation in the final data rate is±10% for down-going events and is not

noticible here for up-going events.

WhereLbayes,geo−split1 andLbayes,geo−split1 are the likelihood values of track fits performed

in the Bayesian manner with split pulse series. And the second(bdt2) uses these parameters

to separate data and signal:

NDir

logLMPE/(NDOMs − 5)

LDir

|~v|lf
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The BDT scores are combined to form two parameters, one for theBDT which uses

data andE−2 spectrum signal (bdthigh) and the one which uses data andE−2.7 spectrum

signal (bdtlow):

bdtlow = (bdt1low + 1) ∗ (bdt2low + 1)

bdthigh = (bdt1high + 1) ∗ (bdt2high + 1)

The best cut found for the two BDT scores was:

bdtlow ≥ 1.45 OR bdthigh ≥ 1.4

The distribution of the BDT scores can be seen in Figure 6.4.

6.2.2.2 Down-going region of 59 strings

The down-going region uses the same technique as was used in the 40 string sample

to select a constant number of events per solid angle for well-reconstructed events. An

additional tool was used in the vertically down-going region: the use of IceTop as a veto for

cosmic ray air showers. Hits in IceTop tanks were used to reject events where the detector

saw two or more hits in IceTop which were compatible with being from an air shower

with the same directionality and timing as the reconstructed muon track inside the glacier.

Additional cuts oflogLMPE/(NDOMs − 5) < 7.4 andσMPE < 1.5◦ were used to select only

very high-quality tracks.

We find that this veto rejects 99% of air showers which are vertically down-going

(see Figure 6.5, and Figure 6.6 for an example vetoed event),thus reducing the energy cut

which is required to obtain a constant event rate per solid angle. This reduction is found

to significantly improve the sensitivity toE−2 spectrum sources in for angles close to the

vertical. The energy cut is shown in Figure 6.1.
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Figure 6.4 A graph of the BDT scores of events, where on the top is the score trained using

anE−2.7 spectrum, and on the bottom is the score of the tree trained onanE−2 spectrum.

Data is plotted as black dots, while signal and background simulations are drawn as lines

for comparison.
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59 Strings 40 Strings

Total Events 107,569 36,900
Up-going 43,339 14,121
Down-going 64,230 22,779
Livetime (d) 348.138 375.539

Table 6.1 Summary of the final event selections with the 59 and40 string configurations.

Figure 6.5 A plot of the efficiency of data and signal of the IceTop veto as a function of

zenith angle (cos(1) is directly down-going).
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Figure 6.6 An example of an event vetoed by the IceTop array. There is an obvious air

shower signature in the surface array, a sign of an electromagnetic shower due to a cosmic

ray interaction. Muon neutrinos in the down-going region will produce a single muon,

which will not have an extensive air shower signature.
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Chapter 7

Analysis Method

In this chapter we describe the method of analyzing and giving a statistical significance to

searches. The unbinned maximum likelihood method is described along with the various

probability density functions (PDFs) used to model the dataas a mixture of signal and back-

ground. The method allows for the use of several different distributions, here information

about the spatial distribution of events, the spectral distribution, and also the distribution of

the events in time are all used to enhance searches for neutrino point sources. The methods

of calculating upper limits and discovery potentials are also described.

7.1 Maximum Likelihood Method

The unbinned maximum likelihood searches performed here are based on the method

described in [117] and extended to searches for time-dependent behavior in [118]. In this

likelihood ratio method, a combination of signal and background populations is used to

model the data. For a data set withN total events, wherens is the number of events in the

signal population, the probability density of theith event is given by:

ns

N
Si + (1− ns

N
)Bi. (7.1)
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whereBi is the background PDF andSi is the signal PDF. The likelihoodL of the data given

the value ofns is the product of the individual event probabilities:

L(ns) =
N
∏

i=1

[ns

N
Si + (1− ns

N
)Bi

]

. (7.2)

This likelihood is maximized with respect tons and any other nuisance parameters which

are a part of the signal hypothesis. The maximization provides the best-fit values of these

parameters.

The background PDF,Bi, is given by:

Bi = Bspace
i (θi, φi)B

energy
i (Ei, θi)B

time
i (ti, θi), (7.3)

and is computed using the distribution of data itself. The spatial termBspace
i (θi, φi) is the

event density per unit solid angle as a function of the local coordinates, shown in Figure 7.1

(left). The energy probability,Benergy
i (Ei, θi), is determined from the energy proxy dis-

tribution of data as a function of the cosine of the zenith angle cos θi (see Figure 7.1 on

the right). The energy cut for the southern sky sample decreases for larger zenith angles,

creating a strong zenith dependence of the energy in the southern sky as can be seen in Fig-

ure 7.1 (right). Note that for the northern sky the energy dependence on zenith is small. The

time probabilityBtime
i (ti, θi) of the background is taken to be flat, since the expected sea-

sonal modulations are less than±10% and depend on the zenith angle, which is negligible

compared to possible signal fluctuations.

The signal PDFSi is given by:

Si = Sspace
i (| ~xi − ~xs |, σi)S

energy
i (Ei, θi, γs)S

time
i , (7.4)

whereSspace
i depends on the angular uncertainty of the eventσi and the angular difference



81

)°Azimuth (
0 50 100 150 200 250 300 350

co
s(

Z
en

ith
)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 5
 *

 1
0

isp
ac

e
B

2

4

6

8

10

12

 (Energy Proxy)
10

log
2 3 4 5 6 7 8

co
s(

Z
en

ith
)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

iE
ne

rg
y

B

-310

-210

-110

)°Azimuth (
0 50 100 150 200 250 300 350

co
s(

Z
en

ith
)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 5
 *

 1
0

isp
ac

e
B

2

4

6

8

10

 (Energy Proxy)
10

log
2 3 4 5 6 7 8

co
s(

Z
en

ith
)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

iE
ne

rg
y

B

-310

-210

-110

Figure 7.1 Above Left: The normalized event distribution ofthe 36,900 events in local coor-

dinates for the 40 strings data (the space term in Equation 7.3). There are two predominant

effects: for up-going events (northern sky, bottom half), events traveling down the longer

end of the detector are more likely to trigger and pass cuts; for down-going events (southern

sky, top half), there are six peaks in the event rate. This is due to the initial filter conditions

at the South Pole that select tracks more efficiently when they pass close to aligned strings.

Above Right: Normalized distribution of cosine of zenith as afunction of the energy proxy

EMuE (the energy term in Equation 7.3). The lower row shows the same distribution for

the 107,569 events selected for the 59 string sample. The twopeaks for up-going events

travelling down the long end of the 40-string detector is gone.

between the event coordinate~xi and the source coordinate~xs. It is modeled as a two-
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dimensional Gaussian function:

Sspace
i (| ~xi − ~xs |, σi) =

1

2πσ2
i

e
−

|~xi−~xs|
2

2σ2
i . (7.5)

Senergy
i is a function of the reconstructed energy proxyEi, and the fit spectral indexγs is

calculated from an energy distribution of simulated signalin a zenith band that contains the

event.Stime
i , the signal time probability, depends on the particular signal hypothesis, which

is be different in each search we have performed. For each search, signal is injected with

the same functional form (Gaussian, box or lightcurve) in time as is being tested.

The test statistic (TS) is calculated from the likelihood ratio of the background-only

(null) hypothesis over the signal-plus-background hypothesis:

TS = −2 log
( L(ns = 0)

L(n̂s, γ̂s, T̂s)

)

. (7.6)

The test statistic is expressed as in Equation 7.6 in order that it will distribute as a chi-

square function with number of degrees of freedom equal to the number of fit parameters.

By maximizingTS the best fit parameterŝns, γ̂s and any fit time parameterŝTs are obtained.

Larger values ofTS are less compatible with the null hypothesis, and indicate its

rejection at a confidence level equal to the fraction of the scrambled trials above theTS

value found in the data. Data scrambling is done by assigninga random time to each event

from a period of active data taking and performing the propercoordinate transformation to

get a new right ascension and declination. The fraction of trials above theTS value obtained

from data is referred to as the “p-value”.

7.2 Event Weight

The method returns a value for the signal fraction for a set ofbest-fit signal parameters,

but in an unbinned method there is not a clear-cut way of defining particular events as
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signal-like or background-like, as would be done by selecting a signal region in a binned

analysis. A useful parameter to describe individual eventsis the ratio ofSi/Bi given the set

of parameters of the tested location and spectral index. Thespectral index is used in two

ways: as the best-fit spectral index for all events and beforethe best spectral index is found,

each event has a spectrum which will maximize the signal weight. This is used to determine

the most signal-like events for purposes of calculating a first-guess set of parameters in

searches.

In Figure 7.2, the dependence of the energy weight in the signal term can be seen for

events with declinations between0◦ and20◦. The value of the spectral index giving the best

energy weight is highlighted by a dashed black line. In Figure 7.3, we see the dependence

on the spatial event weight as a function of the space angle ofthe event from the tested

location (here at locations of RA, dec of343.5◦,+16.2◦ and74.3◦,−23.4◦), calculated from

an average of 10,000 scrambled maps. What we see from this distribution is that no event

less than1◦ from the tested northern sky location has aSi/Bi of less than∼ 1000, and

the same for the southern sky events less than0.5◦ from the tested location. The shape of

the distribution is parabolic, as to be expected as the signal PDF of events are modeled as

two-dimensional Gaussian functions, and since the angularuncertainty is calculated on an

event-by-event basis, we see a superposition of many Gaussians here.

A ratio of Si/Bi of one is used as a nominal cutoff where events go from being nom-

inally signal-like to nominally background-like. It is interesting to note that events which

are nominally signal-like can come from up to12◦ distance from the tested location.

From the energy distribution, we see that there is a broad area of events with less than

roughly 13 TeV in energy, and fit spectral indices softer thanE−3, where the energy ratio is
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roughly one, and the addition of the energy term does not assist in distinguishing signal from

atmospheric background compared to an analysis which does not use any energy weighting.
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Figure 7.2 The energy weightSenergy
i (Ei, θi, γs)/B

energy
i (Ei, θi) for events nearθi = 106◦

(+16◦ in declination), for the 40 and 59-string datasets (top and bottom, respectively). The

dashed line indicates the spectral index which maximizes the ratio for a given reconstructed

energy.
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Figure 7.3 The event weightlog10(Si/Bi) for events with respect to the locations with right

ascension and declination of343.5◦,+16.2◦ (top row) and74.2◦,−23.4◦ (bottom row), for

the 40 and 59-string datasets (left and right columns, respectively). The energy weight used

is the maximum for each event, following the line in Figure 7.2 For both samples, the sample

in the southern sky has a tighter cut on the angular error, so the weight falls off faster than

in the Northern sky.

7.2.1 Local Coordinate Dependence

Due to the requirements for triggering and filtering, the cuts applied, Earth absorption

properties and detector geometry, the final sample of eventsis not uniform in the detector

local coordinates zenith (θ), and azimuth (φ). For time-integrated point-source searches, the
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azimuth dependence is usually neglected because it is smoothed in right ascension by the

rotation of the Earth over long integration times. However,in a time-dependent analysis

the azimuth dependence becomes important for time scales shorter than 1 day. The local

coordinate (zenith and azimuth) distribution of 40- and 59-string data is shown in Figure 7.1

(top left). In the northern sky there is the effect that events traveling along the longer axis of

the 40-string (see Chapter 4) detector have a longer lever arm, and are more likely to trigger

the detector and be well-reconstructed. In the southern sky, there is a selection criterion

on the integrated charge seen in all DOMs as part of the onlinemuon filter. This gives

a preference to events which pass near a line of strings, yielding a six-fold peak in rates

corresponding to the main axes of the detector symmetry. Theeffect of the growth of the

detector from 40 to 59 strings can be seen in the top right of Figure 7.1: the horizontal

preference for well-reconstructed events is gone, with thesix-fold symmetry remaining due

to the charge cut, and can also be seen much less strongly in the up-going region due events

along these axes being slightly more well reconstructed since they typically have more hits

compared to other events of similar energy due to passing near a greater number of DOMs.

7.3 Combining Datasets

Unbinned likelihood methods are ideal for combining data sets. Each event carries

its own PDF and background can be estimated for each sample. The overall likelihood is

maximized for the combined data sets, assuming a uniform signal hypothesis. The event-

wise PDF now depends on the particular data set of which theith event is a part:

Pi =
nj
s

nj
tot

Sj
i +

(

1− nj
s

nj
tot

)

Bj
i , (7.7)
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where the indexj refers to the specific dataset from which the event came. In our case, it

can take on valuesj = {IC40, IC59}. That is,nj
tot is the total number of events in thejth

data set,Bj
i is the background PDF of the for thejth data set, etc.

The likelihood is again the product ofPi over all events in each data set. The likeli-

hood is maximized globally, assuming the same signal hypothesis (neutrino flux) in all data

sets. Therefore,γ = γIC40 = γIC59. In general, the number of signal events is not the same

in all data sets, but depends on the live time, detector acceptance, and cut efficiency of each

data set. Simulation is used to determine the fraction of thetotal number of signal events in

each data setf j = f j (γ), so thatns = f jnj
s. The total number of signal events is given by:

ns =
∑

j

nj
s. (7.8)

In this way, our likelihood remains a function of the same number of parameters. The

maximization of the likelihood is again done by finding the best estimate ofns andγ along

with any time-dependent features, now the total number of signal events in all data sets and

the uniform spectral index and time hypothesis, respectively.

7.4 Sensitivity and Discovery Potential

Aside from thep-values from searches, in the absence of a signal upper limits can be

provided. The discovery potential is defined as the average number of signal events required

to achieve ap-value less than 2.87×10−7 (one-sided 5σ) in 50% of trials. Similarly, the

sensitivity is defined as the average signal required to obtain a p-value less than that of the

median of the test statistic distribution of scrambled (background-only) samples in 90% of

trials. The upper limit is the average signal required to be injected to obtain ap-value less

than that seen in the data. Sample test statistics for background and injected signal can be
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seen in Figure 7.4. The time-integrated limits from the 40-string, 59-string, and combined

samples can be seen in Figure 7.5.
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Figure 7.4 Integral distribution of the null test statisticdistribution atδ = +16.1◦ with

3σ and 5σ thresholds indicated (top) following the untriggered search method described in

Chapter 9. Below are the distributions of the test statistic for background and 1, 2 and 3

added signal events with a flare width of 15 minutes (bottom left) and 1, 2 and 3 added

signal events with a flare width of 10 seconds (bottom right).
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Upper limits on the average muon neutrino flux normalizationare natural expressions

for time-independent searches, since no time dependence isassumed. For time-variable

sources we can place limits on the muon neutrino fluence normalization from a source,

defined as the integral in time of the flux upper limit:

f =

∫ tmax

tmin

Φ0 × dt = ∆tΦ0 , (7.9)

whereΦ0 is the time-independent upper limit on the normalization onanE−2 spectrum and

tmax andtmin are the nominal limits on neutrino emission, here the emission is modeled as

a simple on-off function. There is a correspondence betweenthe fluence and the average

number of events detected, shown as a function of the declination in Figure 7.6. The limits

are calculated according to the classical (frequentist) construction of upper limits outlined

by Neyman in [119] and the systematic error of 16% is neglected in all upper limits since

the limits are dominated by statistical fluctuations for flares. The analysis in Chapter 11

uses the ordering method of Feldman and Cousins to calculate upper limits, and the system-

atic errors. It is found that using the Feldman-Cousins implementation to calculate upper

limits yields results 15% higher than using the Neyman method. The 16% systematic errors

add roughly 3% to the limits calculated, since the number of events is typically near the

statistical minimum.

7.5 Systematic Errors

Point-source analyses in IceCube use scrambled data to modelthe background. This

means analyses yield reliable results in terms of the average number of events from a given

spectrum which are required for upper limits. Therearesystematic uncertainties in translat-

ing from a number of events to a flux or a fluence, though. These systematic uncertainties on
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Figure 7.6 The normalization per event on the fluence from anE−2 spectrum muon neutrino

signal in a declination band divided by the number of events in the band in the 22, 40 and

59-string configurations, plotted against declination.

the conversion from neutrino event to neutrino flux come mainly from the absolute DOM

efficiency, propagation of photons in ice, and effects from the neutrino cross-section and
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Error source Source error Resulting error in signal efficiency

Ice properties ±10% 11%
DOM sensitivity ±8% 9%

Cross sections,E-loss ±8% 8%
Sum in quadrature 16%

Table 7.1 Summary of systematic errors forE−2 neutrino sources.

muon energy loss in the ice (see Table 7.1).

The overall systematic error is estimated by simulating signal with different proper-

ties; more or less scattering and absorption in the ice and altering the PMT efficiency up and

down. These datasets are used to estimate the change in eventrate using the same cuts used

for the analysis.

The systematic error is applied using the method outlined in[120], with a modification

from [121]. The limit is calculated using a frequentist approach, obtaining the limit in terms

of the mean number of expected events. The error is treated asa nuisance parameter with

a Gaussian mean and width and integrated over as a nuisance parameter. The upper limits

for IceCube point-source searches are generally only 3–4 events, the statistical uncertainty

is typically much larger than the 16% errors derived from thesystematic errors. The typical

increase in the limits is only approximately 3% on average after including systematic errors.
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Chapter 8

Simulation and Detector Performance

This chapter describes the simulation of neutrinos and cosmic ray air showers used to model

the signal and background for the IceCube detector and to testthe effectiveness of cut and

analysis strategies. The charged leptons are propogated through the ice, along with emitted

light and secondary particles. The light is tracked to the DOMs where the PMT and elec-

tronics are simulated. At that point the simulation is in thesame form of the IceCube DAQ

and it is processed identically as the data. At that point thesimulation is in the same form

of the IceCube DAQ and it is processed identically as the data.

To within the uncertainty on our simulation models, distributions of parameters used

in event selection agree in data and simulation. Simulationalso allows us to test the res-

olution of our detector and efficiency of the cuts used in point-source searches. It is also

used to characterize the effectiveness of the reconstructions in terms of the angular error in

a track reconstruction or in the energy reconstruction resolution.

The probabilities of point-source searches are computed using only data, but a phys-

ical interpretation of the results require the use of Monte Carlo simulation. This includes

understanding the efficiency of the trigger, filters and quality cuts to obtain the final data
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sample, also calculating upper limits and discovery potentials of the search methods.

8.1 Simulation Chain

8.1.1 Neutrino Simulation

Neutrinos are simulated on the ANIS (All Neutrino Interaction Simulation) program

[122], the cross-sections for deep inelastic neutrino-nucleon interactions use the parton dis-

triution functions from CTEQ5 [123]. Simulation begins at the surface of the Earth, with

the neutrino propogated through the planet toward the SouthPole. This takes into account

energy loss due to NC interactions, and absorption and regeneration due to CC interactions.

Once in the vicinity of the IceCube detector, all unabsorbed neutrinos are forced to interact

– muon neutrinos can interact at a location such that the daughter muon is within range of

detector. All events are given a weight to represent the probability of the simulated interac-

tion.

Standard neutrino simulation generates events from 100 GeVto 10 EeV with to an

E−1 spectrum, which is then reweighted according to the desiredsignal spectrum. This

is done to ensure that there is sufficient statistics for highenergy events. Other neutrino

simulation uses anE−2 spectrum, which has better statistics in the energy range of1-10

TeV, the energy range of the bulk of atmospheric neutrinos seen by IceCube.

8.1.2 Cosmic Ray Simulation

Atmospheric muons from cosmic ray air showers are simulatedusing the CORSIKA

(COsmic Ray SImulations for KAscade) program [124] using the SIBYLL hadronic inter-

action model [125]. Since the rates can vary over the year dueto changes in the temperature
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in the stratosphere, where initial cosmic ray interactionstypically occur, four months from

different seasons are simulated to account for these temperature variations. The atmospheric

muon background is generated to test the efficiency of cuts and to estimate the contamina-

tion for the final muon sample.

8.1.3 Propogation

Charged leptons are propogated through ice and rock by the Muon Monte Carlo

(MMC) program [126]. This simulates the energy losses due to ionization, pair produc-

tion, and stochastic losses from bremmsstrahlung. The number of Čerenkov photons from

the muon and any secondary showers along the track are also calculated.

Photons in the ice are handled with thePhotonics software [127], which is designed

to use the measured ice properties to guide propogation using the scattering and absorption

at different points in the ice. Tables with the photon amplitudes and timing distributions

are pre-calculated for grid points in the simulated volume,which makes the simulation

memory-consuming but greatly speeds up the calculation of the detector response.

8.1.4 Detector Simulation

Once photons intercept a DOM in thePhotonics package, they are then given to an-

other package to simulate the transmission through the glass and the PMT response, based

on waveform calibration done on DOMs before deployment. Thehits are read out by a

program simulating the PMT discriminator, digitization ofthe waveform, and the local co-

incidence condition from neighboring simulated DOMs. The trigger conditions applied to

simulation are the same as those run online.

The livetime of the background simulation is typically lessthan the livetime of the
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data due to computational constraints. For the 40 and 59-string configurations, the data

livetime is roughly one year, while the simulation of cosmicray events is roughly two

weeks. Simulation datasets with harder spectrum than that measured of cosmic rays re-

cieves a different weighting, and has livetimes at high energies significantly longer than one

year. Comparisons of data to Monte Carlo are important to determine the modeling of ice

and determining of analysis cuts. Comparisons between data and Monte Carlo of the up-

going 59-string analysis sample in a number of important quality parameters are shown in

figure 8.1.

8.2 Detector Performance

The knowledge of the true direction and energy of the particles injected with sim-

ulation allows us to test the performance of the detector forpoint-source analyses. This

requires us to have a good idea of the accuracy of the reconstructions along with the ability

of the filter and event selection chain to detect neutrinos ofdifferent energies.

8.2.1 Neutrino Point Spread Function

We use the point spread function (PSF) to characterize the pointing ability of the

detector, which is essential for point-source searches. Ituses the angle (∆Ψ) between the

reconstructed muon track and the direction of the neutrino primary to determine the spatial

spread of events from a true neutrino point source. The resolution of a data sample is

typically defined as the angle which 50% of neutrinos are reconstructed within the true

direction. The PSF for the up-going regions of both the 40- and 59-string detectors can be

found in Figure 8.2.
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Figure 8.1 Data-to-Monte-Carlo comparisons usign the up-going point-source sample from

the 59 string configuration. Data is in black, the atmospheric neutrino distributions using

the Bartol flux is in green, while the contribution from atmospheric muons is in blue. The

sum of all atmospheric simulation is gray, and the expected distribution for neutrinos with

an E−2 spectrum is in purple, with the normalization set to match that for atmospheric

neutrinos.
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Figure 8.2 The cumulative point spread functions (angle between neutrino and reconstructed

muon track) for simulated neutrino signal events followinga spectrumdΦ/dE ∝ E−2

at analysis level in the up-going region for the 40-string (left) and 59-string (right) event

selections.

8.2.2 Neutrino Effective Area

The neutrino effective area is useful parameter to compare different event selections

across different energy ranges. It represents the size of a detector equivalent to IceCube

which would be 100% efficient at detecting neutrinos passingthrough. We can also use the

neutrino effective area at a particular declinationδ to estimate the neutrino event rate for

differential fluxdΦ/dE:

Nevents(δ) =

∫

dEAeff
ν (Eν , δ)

dΨν(Eν , δ)

dEν

(8.1)

The effective areas for the 40 and 59-string event samples are shown in Figure 8.3 for a

variety of declination bands. The highest energy neutrinosare more often absorbed as they

travel through the bulk of the Earth, which can be seen here. The effect of the energy cuts

can be seen in the down-going region.
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Figure 8.3 The muon neutrino effective areas for the 40 and 59string point-source samples.

Up-going declination bands are shown on the left, down-going declinations on the right.

Bands are plotted in the same color for the 40 and 59 string samples, the 40 string effective

area is dashed, while the 59 string sample is solid.
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Chapter 9

All-Sky Time-scan

In this chapter we present the most general of the searches, which is designed to search

over the entire sky and livetime for a clustering of events intime and space. The improve-

ment in discovery potential and the method of reliably finding the most significant flare

are described, and results are presented. The output of the analysis is the most significant

clustering in time and space for the time covered by the analysis, which searches for point

sources of flaring emission from time scales from 20µs (the minimum time between events

in the 40 and 59-string samples) to an entire year (or the duration of data used for analysis).

The search is applied separately to the 40 and 59-string samples. The sensitivity of a flaring

analysis is also time-dependent, so the sensitivity for a specific time covered by one sample

is not improved by adding data from another period.

While a time-independent search has the best sensitivity to steady sources, a source

which has emitted neutrinos for only a limited period of timemight not be detected. The

time-dependent analysis here scans for a significant excesswith respect to background over

all time scales (from sub-seconds to the full year) at each direction of the sky. For flares

shorter than∼100 days, the discovery potential of the time-dependent search typically be-

comes better than the time-integrated one, and in principlea short burst can be discovered
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with only two events if they occur close enough together in time. The advantage of such

untriggered searches is their ability to cover all emissionscenarios, including neutrino emis-

sion without any observed counterpart in the electromagnetic spectrum.

9.1 Method and Expected Performance

The method in [118] is adapted for this search to a real detector with non-uniform

acceptance and deadtime. The non-uniform acceptance can beseen in 7.1, deadtime com-

pensation is shown below in 9.2. The time-dependent probability density function from

Equation 7.4 for this search is a Gaussian function:

Stime
i =

1√
2πσT

exp

(

−(ti − T◦)
2

2σ2
T

)

(9.1)

whereti is the arrival time of the event, and fit parameters T◦ andσT are the mean and sigma

of the Gaussian describing flaring behavior in time. The maximization of the test statistic

returns the best-fit values of the Gaussian mean (the time at which the flare peaks) and sigma

(corresponding to the duration of the flare). Both the background and expected number of

events are small, distinguishing a box-type function from aGaussian would require many

more events than required for a 5σ discovery, and we find that using either of these flare

hypotheses performs similarly. It was found that the fittingmethod used in this section

worked better with a continuous function, so a Gaussian functional form was chosen.

There are many more uncorrelated time windows for short timeflares than large ones,

giving a preference to find shorter flares. The test statisticformula of Equation 7.6 is mod-

ified to include a weighting term to correct for this effective trial factor and avoid undue

preference for short flares using a Bayesian approach [118]. The weighted likelihood will
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be:

L(~xs, ns, γ) = ∫
To

∫
log σT

L(~xs, ns, γ, To, σT )P (To)P (logσT )dTod(log σT ), (9.2)

whereP (To) = 1/TL during detector uptime. Since the search is for a localized time-

dependent behavior,To has significant freedom over the livetimeTL over many orders of

magnitude for short bursts. Integrating overTo we can approximate the integral assuming

an always-on detector:

∫
To

L(~xs, n̂s, γ̂, To, σ̂T )
1

TL

dTo ≃
√
2πσT

TL

L(~xs, n̂s, γ̂, T̂o, σ̂T ). (9.3)

The test statistic formula that is maximized is then:

TS = −2 log
( TL√

2πσ̂T

× L(ns = 0)

L(n̂s, γ̂, σ̂T , T̂◦)

)

, (9.4)

where the first factor in the logarithm is the weighting term and the second is the likelihood

ratio. T is the total livetime of data taking,n̂s, γ̂, σ̂T , T̂◦ are the best-fit values for the number

of signal events, spectral index, width and mean of the Gaussian flare, respectively. In order

to prevent the weighting term from becoming less than 1, an upper limit is placed on the

flare widthσT . This is done to prevent flares with zero amplitude (n̂s=0) from having a

positive test statistic, which would happen if the flare width σT were allowed to be greater

than T/
√
2π.

The numerical maximizer needs an initial candidate flare (a “first guess”). Due to

the complicated behavior of the time-dependent likelihoodspace, a numerical minimizer

requires a starting value which is close to the true minimum,which requires manual sam-

pling. To calculate this first guess in this analysis we use the criteria to select events with

Si/Bi > 1, whereSi andBi are defined in Section 7, omitting the time term. A plot of
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the values for this ratio as a function of the distance from the tested point-source location

is shown 7.3. A scan is performed over sets ofm temporally consecutive events, where 2

≤ m ≤ 5. For a stream consisting of time-ordered events numbered 1,2,3,4,5,6,7..., the ini-

tial scan tests events (1,2), (2,3), (3,4) etc., (1,2,3), (2,3,4), (3,4,5) etc., (1,2,3,4), (2,3,4,5),

(3,4,5,6) etc., and (1,2,3,4,5), (2,3,4,5,6) etc. Each setis tested using the described likeli-

hood formula for compatibility with a flare with anE−2 spectrum. The candidate with the

best test statistic (from Equation 9.4) is used as the initial guess for the parameters in the

maximization. The 40-string analysis also performs additional scans over m = (10, 15) con-

secutive events, and in the 59-string analysis, where the number of events is roughly a factor

of 3 higher than the 40-string sample, the number of sets of consecutive scanned events has

been increased to add m = (10, 15, 25, 40, 65) improving the sensitivity to flares longer

than roughly 10 days. This brings the performance of the analysis close to that of the cor-

responding time-integrated analysis at large time scales.Given that more than 5 events are

required for discovery forσT > 2 days (see Fig 9.1), if the maximumm were not increased,

the method will occasionally only find a subset of the injected events, hence increasing the

total signal required to cross the threshold for discovery.

Figure 9.1 (left) shows the mean number of injected events from a Gaussian time

function needed for a5σ discovery for 50% cases (black solid line) as a function of the

duration of the flareσT for a fixed source location at declination of+16◦ with the 40-string

data. Sources at other declinations yield similar results.This is compared to the number of

events needed in a time-integrated search (black dashed line): the number of events needed

to discover a flare of 1s duration is about a factor of 4 lower than for a time-integrated search.

At long timescales the flare search performs only 10% worse than the time-integrated search,
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Figure 9.1 The 50% 5σ discovery potential and 90% median sensitivity in terms of the

mean number of events for a fixed source at+16◦ declination applying the analysis to the

40-string data. The number of events for the median sensitivity and discovery potential for

time-integrated searches are also shown. Flares with aσT of less than 100 days, or a FWHM

of less than roughly half the total livetime, have a better discovery potential than the steady

search.

even with 2 additional free parameters in the fit. In the same plot the median upper limits

at 90% CL are shown for the time-dependent search and for the time-integrated one. On

the right the corresponding fluence is given, where a correction is introduced for the median

dead time during a given flare as a function of the flare width (see Figure 9.2).

The fact that the 50% 5σ discovery potential curve descends below the 90% median

upper limit curve is due to the effect of Poisson statistics.The untriggered search must ob-

serve at least two events in order to identify a flare. For a simulated flaring source which

injects a mean number of eventsµ, µ must equal at least 1.68 for 50% of simulated trials cor-



104

 (days))Tσlog10(
-6 -5 -4 -3 -2 -1 0 1 2

F
ra

ct
io

n 
of

 fl
ar

e 
du

rin
g 

up
tim

e

0

0.2

0.4

0.6

0.8

1

-110

1

10

Figure 9.2 The fractional duration of randomly-simulated flares which occur during the

uptime for the 40-string configuration for a range of different flare durations. The black line

marks the median fraction of fluence occurring during the detector livetime for a given flare

duration, which is used as a correction factor for the fluenceof observed flares. For instance,

for flares shorter than one minute, there is approximately an8% chance of the flare occurring

completely during detector downtime. Flares longer than one day will always have some

emission during uptime; on average 92% of the total emissionwill coincide with usable run

time.

responding to 2 or more signal events. Therefore, at the shortest timescales, the mean signal

needed for a discovery in 50% of trials asymptotically approaches 1.68 events. We find the

sensitivity at 90% CL saturates at 2.9 events, which is already near the time-independent

sensitivity of 3.15 events and the statistical limit. This is the reason why the discovery

potential curve is lower than the sensitivity in Figure 9.1.

The method is applied as an all-sky scan over a grid (0.5◦ × 0.5◦) in right ascension

and declination. Locations which are found to have a flare arerescanned using a0.1◦× 0.1◦

grid. The final result of the analysis is the set of best fit parameters from the location with
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the highest test statistic value. A finalp-value for this analysis is obtained by performing the

same scan on scrambled data sets, and counting the fraction of scrambled sets which have a

maximum test statistic greater than or equal to the maximum found in the data.

9.2 Results

Using the 40-string data, the location which deviates most from the background ex-

pectation is found at (RA,Dec) = (254.75◦, +36.25◦). Two events are found, with a best-fit

spectrumγ̂ of 2.15, mean of the flarêTo of MJD 54874.703125 (February 12, 2009) and

width σ̂T of 15 seconds. The two events are 2.0◦ apart in space and 22 seconds apart in

time. The− log10(pretrialp-value) corresponding to this observation is 4.67. A clustering

of higher significance is seen in 56% of scrambled skymaps, a result consistent with the null

hypothesis of background-only data.

Figures 9.3 to 9.5 show maps of the pre-trialp-values and best-fit parametersT̂o and

σ̂T . Figures 9.4 and 9.5 require that the best-fit number of signal events be greater than zero,

white area corresponds to being consistent with no flare being detected.

The most significant flare in the 59-string data is found at (RA,Dec) = (21.35◦, -0.25◦).

The peak of the flare occurs on MJD 55259 (March 4, 2010), and has a widthσ̂T of 5.5 days

and a soft spectral index ofγ̂ = 3.9. The− log10(pretrialp-value) of the flare is 6.69, a value

of which is found in 14 of 1000 of scrambled maps. Even though this p-value is somewhat

rare, it is not rare enough to make a claim of a deviation from background. Figures 9.6 to

9.8 show maps of the pre-trialp-values and best-fit parametersT̂o andσ̂T . Figure 9.9 shows

the event weights from the position of maximum significance plotted throughout the year,

a clustering near the time of the best-fit parameters is clearly visible. The reconstructed

directions of the 17 most signal-like events with their time-independent event weights can
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be seen in Figure 9.10. When we take a bin of2◦ in space and 13 days in time centered on

the peak (the FWHM of the flare), we find 13 events compared to an expected background

of 1.7.

Figure 9.3 The equatorial coordinate map shows thep-value of the most significant flare in

time and space during the 40-string data taking period at each location of the grid where

the likelihood is calculated. Thep-value is indicated on the z-scale on the right, with the

maximum at 16h 59m, +36.25◦. The black curve is the Galactic plane.
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Figure 9.4 The equatorial coordinate map shows the best fit ofthe mean time of the flarêTo

(MJD-54,000) for the most significant flare during the 40-string data taking period found at

each location of the grid where the likelihood is calculated. The black curve is the Galactic

plane.

Figure 9.5 The map in equatorial coordinates of the best fit width σ̂T , in days, of most

significant flare at a given location found using the 40-string data at each location of the

grid where the likelihood is calculated in the search. The black curve is the Galactic plane.
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Figure 9.6 The map in equatorial coordinates of the pretrialp-value for the 59 string dataset

all-sky flare search. The most significant flare can be seen in the center-right at 1h 25m,
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Figure 9.7 The equatorial coordinate map shows the best fit ofthe mean time of the flarêTo

(MJD-54,900) for the most significant flare during the 59-string data taking period found at

each location of the grid where the likelihood is calculated. The black curve is the Galactic

plane.
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location of the grid where the likelihood is calculated in the search. The black curve is the

Galactic plane.



110

Event Time (MJD)
55000 55050 55100 55150 55200 55250 55300

T
im

e-
D

ep
en

de
nt

 E
ve

nt
 W

ei
gh

t

10

210

310

410

510
IceCube Events

Best-Fit Flare

Calendar Date
2009.07.02 2009.10.01 2010.01.01 2010.04.02
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somewhat low-energy and roughly1◦ from the hottest location, only particularly standing

out by virtue of their time structure. The best-fit Gaussian flare is shown in red.



111

18 20 22 24 26
RA (degrees)

−4

−2

0

2

4

δ 
(d

e
g
re

s)

Flare location

Ang. Resol. E−2

Ang. Resol. E−3

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

Ti
m

e
-I

n
d
e
p
e
n
d
e
n
t 

E
v
e
n
t 

w
e
ig

h
t

Figure 9.10 The 17 most significant events seen from the 59-string most significant flare

location with their sky coordinates and time-independent event weights. The flare location

is marked with an X, along with the median angular resolutionfor two different signal

spectra.
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Chapter 10

Triggered Searches for Flares of Neutrino Point

Sources

This chapter presents the introduction of astronomical information as ana priori motiva-

tion for time-dependent neutrino point-source searches. The assumption is that for objects

such as blazars, emission of neutrinos and high energy photons will be correlated. Thus,

when there is an enhancement in GeV-TeV photons there will also be an enhancement for

neutrinos detectable with IceCube.

Two methods are described; which is used depends on the temporal coverage of the

source in a particular waveband. For both cases the method isdescribed and results for

catalogues of flaring sources are presented. The first methodis used for sources with flares

in wavebands where photon data is comprehensive, and at any point in time the source can

be said to be in a high or low state; a second method is used for sources or bands with

sporadic coverage and the source is mostly uncovered in the waveband, the MWL data is

used to make ana priori cut in time near a flare. For flares lasting on the order of one day,

MWL information can produce a discovery with about one third fewer signal events with

respect to untriggered searches [118].
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10.1 Triggered Searches Based on Continuous Photon Observations

This section describes searches for which the photon observations are comprehensive

in time, the flux measurements provided by the Fermi Gamma-RaySpace Telescope are

used. The source selection was motivated by Fermi alerts, which are issued for sources

seen at a flux level greater than1.5 − 2 × 10−6 photons s−1 cm−2. The selected sources

are listed in Table 10.1. These sources include 23 objects seen to be flaring in either the

40-string or 59-string datasets, or both. They are mainly FSRQs, with several BL Lac

objects. The lightcurves were produced for this work as described in Section 3.2.2, with

two modifications to this procedure: the blazar 3C 454.3 was seen in a massive outburst

before official science operation [128], for this source thepublished lightcurve is used.

Also, the source PKS 1502+106 was noted to have a large outburst immediately before

official science operations began, extending several days after the public information begins

[55, 56]. PKS 1502+106 is taken to be flaring since the time of the alert at a fixed flux level.

This flaring activity is a possible orphan flare in hard X-rays, since the SWIFT-BAT did not

observe any evident flare in the 15-50 keV band while SWIFT XRT and UVOT observed a

flare in soft X-rays and optical.

10.1.1 Method and Expected Performance

A Maximum Likelihood Block (MLB) algorithm [129, 130] is used to denoise the

lightcurves by iterating over the data points to select periods from the lightcurves which

are consistent with constant flux once statistical errors are taken into account. The MLB

algorithm compares the likelihood that a set of points betweenxi andxf is compatible at a

confidence level with the change of state between the pointsxc andxc+1 contained in the

interval. The confidence level requires that for a given set of data points fromxi to xf that
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the set of points fromxi andxc andxc+1 to xf be:

log
(L(xi, xc)L(xc+1, xf )

L(xi, xf )

)

> logC , (10.1)

whereL(xa, xb) represents the likelihood that a set of points fromxa to xb represents a

constant flux state from the source between the points, andC is the confidence level. The

level of the flux state is determined using the error-weighted mean of the points tested. The

method iterates over the different possible change-pointsxc, taking the most likely change-

point for the entire dataset and iterating over each subsection of the data. We tested values

of logC from 1 to 1000. For values below 5, the typical denoised lightcurve typically follow

each data point, for values from 9 to 100 very similar resultsfor the denoised lightcurves

were found. The final value oflogC used in the analysis was 9.

With the hypothesis that the intensity of the neutrino emission follows the intensity

of the photon lightcurve, the signal time PDF is simply the normalized lightcurve itself. A

slightly modified hypothesis is that the neutrino emission follows the lightcurve, but only

when the photon flux goes above a certain thresholdFth. In this case, the value ofFth can be

used as a free parameter in the analysis, finding the value of the threshold which maximizes

the significance of the data. This method also avoids any penalty from making an incorrecta

priori choice on a flaring threshold.F (ti) is defined as the value of the denoised lightcurve

at ti and the fit parameterFth is the flux threshold below which no neutrino emission is

assumed (i.e.Stime
i =0 if F (ti) ≤ Fth). In the case ofF (ti) ≥ Fth, the probability of

neutrino emission is assumed to be proportional to the flux level above that threshold:

Stime
i =

F (ti)− Fth

Nf

; (10.2)

where the normalization factorNf is the integral of the denoised lightcurve above the thresh-
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Figure 10.1 (Left) An example of the one-day binned Fermi lightcurve (blue points, with

statistical errors) and denoised lightcurve (pink solid line) for the blazar PKS 1510-089

during the 40-string data taking period. The dashed line is an example fit threshold. The

lightcurve begins here on August 10, 2008 (MJD 54688), when Fermi science operations

began, while the time axis shows the entire 40-string data taking period. (Right) The time

PDF used in the neutrino signal hypothesis corresponding tothe example photon threshold

shown in the left graph (5× 10−6 photons s−1 cm−2).

old. This time-dependent PDF is then used as before in Equation 7.4. This method is illus-

trated in Figure 10.1.

The effect of adding this additional degree of freedom in thefit can be seen in Fig-

ure 10.2. The effect is small compared to the penalty of fixingthe threshold to an incorrect

value. The effect of allowing an unknown lag up to±50 days between the photon and neu-

trino emissions was also tested, and was found to give a marked increase in the number of

events required for discovery. Hence, we used the method allowing only up to a±0.5 day
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Figure 10.2 The plot of the5σ 50% discovery potential for the source PKS 1510-089 (the

corresponding lightcurve is shown in Figure 10.1), as a function of the true flux threshold

for neutrino emission (left) and as a function of the duration the lightcurve spends above

the threshold (right). The discovery potential curves are plotted for the time-integrated case

(black short dashed line), and from bottom to top for the casewhere the threshold is fixed

to the true threshold (solid red line), the case where the threshold is a free parameter (black

long dashed line, used in this analysis) and the case where there is an unknown lag (up to±

50 days) between GeV and neutrino emission (blue dashed line).

lag that accounts for the 1 day binning of lightcurves.

10.1.2 Results

The results from all sources using the combined 40 and 59-string data are listed in

Table 10.1. The most significant source is PKS 1622-253, which has a pre-trialp-value of

8%. The method finds two events during the strongest flare during April 2010. We find ap-

value which is more significant from any of the sources in 53% of scrambled samples, which

is compatible with background fluctuations. The analysis was first performed using only the



117

40-string data, the most significant source is PKS 1502+106,with a pre-trialp-value of 5%,

which occurred in 29% of scrambled trials.



118

Source Location p-value n̂s, γ̂s Event Plot
(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1 – continued from previous page
Source Location p-value n̂s, γ̂s Event Plot

(dec[◦],ra[◦]) (pretrial) lag, F̂th
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Table 10.1: The sources, locations. pretrialp-values, and best-fit parameters of the 23 objects tested with the con-

tinuous lightcurve search.P -values and spectral indicies are not reported if the best-fit signal fraction is

zero. Also plotted are the denoised light curves with the time-independent event weights at the source

location from the 40 and 59-string data. A horizontal gray line marks the transition from 40-string to

59-string data-taking. If a non-zero best-fit threshold on the lightcurve is found, that is also plotted.
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10.2 Triggered Searches Based on Intermittent Photon Observations

Ground based observatories such as HESS, MAGIC, and VERITAS cannot monitor

sources continuously, because they can only operate when there is good night-time visibil-

ity. Their observations are nevertheless extremely important for neutrino searches, because

they detect photons at TeV energies that are potentially better correlated to neutrinos of the

energies to which IceCube is sensitive. While these observatories can issue alerts for source

activity, they often cannot constrain the beginning or end of the activity to within a few

days. For alerts such as these, the present analysis uses a simple time cut, taking a window

for events one day before and after the identified flare. The catalogue corresponding to the

40-string data includes a recent suspect “orphan flare” at the level of 10 Crab from Mrk 421

observed by VERITAS and MAGIC [57, 58].

10.2.1 Method and Expected Performance

The nature of this analysis is a simple cut in time betweentmin andtmax, which can

be expressed as:

Stime
i =

H(tmax − ti)×H(ti − tmin)

tmax − tmin

(10.3)

whereti is the arrival time of the event,tmax andtmin are the upper and lower bounds of the

time window defining the flare, andH is the Heaviside step function. This time-dependent

signal PDF is then used in Equation 7.4. In this analysis, thesignal population sizens and

spectrum indexγ are the only fit parameters.
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10.2.2 Results

Of the six sources tested with the 40-string data (Table 10.2), five showed no excess

of events in the vicinity of the sources during the selected time periods. The final post-trial

p-value for the 40 string analysis combined these flares and 11sources seen in a heightened

state with the Fermi LAT, and is 29%.

Source dec [◦] ra [◦] Alert Ref. Time p-value
Window (pre-trial)
(MJD)

Markarian 421 38.2 166.1 [131] 54586-54592 —
[58] 54621-54631

W Comae 28.2 185.4 [132] 54623-54627 —
S5 0716+714 71.3 110.5 [133] 54572-54582 0.34

SGR 0501+4516 45.3 75.3 [134] 54700-54706 —
1ES 1218+304 30.2 185.3 [135] 54859-54864 —
Markarian 501 39.8 253.5 [131] 54951-54953 —

Table 10.2 Flare list seen with occasional coverage during the 40-string data-taking. Refer-

ences are for the alert which prompted the selection. Thep-value is reported only when̂ns

is greater than zero. The flare windows for Markarian 421 wereadded together, only one

p-value for both periods is calculated.
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Chapter 11

Periodic Emission Search

This chapter outlines a search for neutrinos emitted by binary systems in the galaxy which

are thought to be particle accelerators. These binary systems typically contain a large OB or

Wolf-Rayet star and a compact object such as a neutron star or black hole. Gas from the star

is gravitationally pulled off by the compact object, forming an accretion disk. The result is

an object which is a diminutive version of an active galaxy, objects which are seen to emit

jets of matter are termed “micro-quasars.” We present the results of the search using the

40-string data, and comparisons to emission models for the binary objects tested.

The binary system LS I +61◦ 303 has been observed to have a periodic modulation

of the photon emission in the TeV and GeVγ bands [136, 86], this search is extended to

other microquasars and binary systems. The modulation in the LS I +61◦ 303 emission

is interpreted as an indication of the absorption ofγ-rays in the system depending on the

relative position of the observer and the accelerator. Alsoincluded in the catalogue are

sources which have not been observed in TeVγ-rays, but exhibit modulation in lower energy

bands and have orbital periods obtained from optical observations. Photons from the jet of

the compact object can be absorbed in the massive star companion when it is between the

compact object and the Earth (superior conjunction), whileneutrinos may be produced close
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to the superior conjunction or when the jet skims the edge of the massive star [137]. It is

assumed that the neutrino emission period is the same as for photons, but in this search

the phase is left as a free parameter in the method, to be sensitive to possible shifts in

phase between neutrinos and photons. The period for each source is taken from photon

measurements, each cited in Table 11.1.

11.1 Method and Expected Performance

This search obtains the best fit values for the signal fraction, spectral index, and the

peak phase and duration of neutrino emission by maximizing the likelihood ratio. As a

signal hypothesis, a Gaussian emission repeating each orbit is assumed. Hence the time-

dependent PDF is:

Stime
i =

1√
2πσT

e
−
|ϕi−ϕ0|

2

2σ2
T , (11.1)

whereσT is the width of the Gaussian,ϕi is the phase of the event andϕ0 is the phase of

the peak of the emission. The fit parameters are the meanσT and widthϕ0.

Comparing to the unbinned time-integrated analysis, the search for periodicity in neu-

trino emission results in a better discovery potential if the duration of the emissionσT is less

than about 20% of the total period (see Figure 11.1). As the time-dependent search adds two

additional degrees of freedom to the analysis, the discovery potential is roughly 10% worse

if neutrinos are actually emitted at a steady rate or over a large fraction of the period. If

the emission has aσT of 1/50 of the period the method requires half as many events for

discovery.
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Figure 11.1 Discovery potentials (5σ in 50% trials, solid black lines in the plot) and the

median sensitivity at 90% CL calculated with the Feldman-Cousins [138] prescription (solid

and dashed blue lines) for the periodic search applied to the40-string data. Also shown are

the values for the time-integrated search [139] (dashed lines).

11.2 Results

Seven predefined sources are tested, listed in Table 11.1, using the 40-string event

selection, and found that the most significant deviation is for Cygnus X-3. The pretrial p-

value of this source is 0.00186, where an equivalent best p-value from any of the sources is

found in 1.8% of scrambled samples, a result which is compatible with random fluctuations.

The peak emission is found to be at phaseϕ̂0 = 0.8, andσ̂T = 0.02. The best-fit number of

source events iŝns = 4.28 and spectrum is soft at̂γs = 3.75. In a one-degree bin centered

on Cygnus X-3, 4 events are observed with a mean background of 1.9 events.

Fig. 11.2 compares the 40-string time-integrated limits tothe model predictions in
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Period p-value T0 ϕ̂o σ̂T Time-Dependent UL Time-Integrated UL
Source (days) (pretrial) (MJD) (phase) (period−1) Reference (TeV−1cm−2s−1) (TeV−1cm−2s−1)

Cygnus X-3 0.199679 0.00186 53760.583997 0.819 0.02 [140] 3.01·10−11 6.64·10−12

Cygnus X-1 5.5929 0.080 41874.707 0.031 0.02 [141] 4.08·10−12 7.41·10−12

LS I +61◦ 303 26.498 0.23 43366.775 0.916 0.02 [142] 1.82·10−11 9.78·10−12

GRS 1915+105 30.8 0.43 53945.7 0.502 0.045 [143] 2.57·10−12 3.23·10−12

SS 433 13.0821 0.35 50023.62 0.779 0.02 [144] 3.15·10−12 3.03·10−12

XTE J1118+480 0.169934 0.28 52287.9929 0.985 0.132 [145] 7.29·10−12 8.18·10−12

GRO J0422+32 0.21214 0.037 50274.4156 0.831 0.02 [146] 1.46·10−11 6.89·10−12

Table 11.1 System name, period, pre-trial p-value, and the time of zero phase for the binary systems tested.σ̂T is the fraction

of the standard deviation of the best-fit Gaussian of the period of the binary system. Also included is the reference used for

the orbital information. In the last columns we give the upper limits of Feldman-Cousins [138] 90% confidence intervals as

the normalization on an E−2 spectrum flux for the time-dependent and integrated hypotheses for the 40 strings data. The upper

limits also incorporate a 16% systematic uncertainty.
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[147] for each source. The model predicts the neutrino flux based on the radiative luminosity

associated to the jet from radio observations in quiescent states and during flares. The

duration of flares is specified in Tab. 4 in the paper. The figureshows limits for both the

persistent case and the time dependent one for a time window similar to the observed flare

but not coincident to it (since IceCube was not active at the time of radio observations noted

in the paper). For the persistent case of SS 433 the model predicts more than 100 events

during the 40-string data taking period, which is excluded at greater than 99% confidence

level. It should be considered that the authors indicate in their paper that the model may be

biassed by the fact that the source is surrounded by a the diffuse nebula W50 that can affect

the estimate of the radio emission used in the model for SS 433.

The main parameters on which the neutrino flux depends in thismodel are: the frac-

tion of jet kinetic energy converted to internal energy of electrons and magnetic field,ηe;

the fraction of the jet luminosity carried by accelerated protons,ηp; and the fraction of en-

ergy in pionsfπ, which strongly depends on the maximum energy to which protons can be

accelerated. The case of a 3-day burst of Cygnus X-3 is used as an example of how the

parameters are constrained by the IceCube results. We assumeequipartition between the

magnetic fields and the electrons and the proton component (ηp = ηe) for setting a con-

straint onfπ < 0.11. If equipartition does not apply, it is assumed thatfπ = fπ,peak as given

in Table 2 in the paper (for Cygnus X-3fπ,peak = 0.12) and constrainηp to be less than 92%

of ηe. Deriving these limits it is assumed that the Lorentz factorof the jet is well known

from radio measurements, but in many cases there is a large uncertainty on this parameter.

Overall the constraints are roughly at the model predictions, but will be improved by the

addition of more data.
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Figure 11.2 The time-integrated upper limit (UL) at 90% CL is compared to the expected

number of events for model predictions according to [147] for specific sources for the 40

string configuration. The neutrino energy range used to calculate the total number of events

is 108 − 5× 1014 eV, compatible to what assumed in the model. For non persistent but flar-

ing sources, the parameters of the model were estimated for flares observed before IceCube

construction. Hence the time-dependent upper limits are calculated averaging over a dura-

tion equal to the model flare during 40-string data taking (indicated as MUL in the legend).

LS I +61◦ 303 is assumed to be a periodic flaring source in a high state during 26% of the

orbit.
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Chapter 12

Conclusions

12.1 Summary

Four searches for time-dependent point-sources of neutrinos are presented: one is

“untriggered”, scanning over direction, energy and time tolook for clusters of neutrino

events; two others are “triggered” by multi-wavelength information covering 29 sources

in total; and a final search uses orbital information about seven galactic binary systems to

search for periodic neutrino emission. The all-sky scan over all directions finds that the

most significant cluster of events occurs during the 59-string data taking period with ap-

value of 1.4%. The FWHM of the flare was 13 days, centered on March 4th, 2010. The

location of the flare was not near any known sources of high-energy photons, and there was

no corresponding emission detected by the Fermi LAT.

While the first search is generic and sensitive to flares not seen in photons, the others

are enhanced due to the reduced trial factor from selecting specific catalogues of variable

sources. Time-dependent searches can be more sensitive to short flares thanks to the re-

duction of the background of atmospheric muons and neutrinos over short time scales. The

most significant observation of a flare from catalogues compiled using Fermi LAT and IACT
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alerts during the period is PKS 1622-253, which has ap-value of 53%. The method finds

two events during the strongest flare during April 2010. The search for periodicity in neu-

trino emission finds ap-value of 1.8% from the microquasar Cygnus X-3, with a peak at

a phase of 0.82, near the peak measured by Fermi. All these results are compatible with a

fluctuation of the background.

12.2 Outlook

The final strings of the IceCube detector have been deployed, and all 86 strings are in

operation. The combination of data from the 40- and 59-string configurations improved the

time-integrated sensitivity by a factor of 3 compared to 40-strings alone.

This, combined with the advent of theFermi Gamma-ray Space Telescope, yields

a unique possibility for multi-messenger astrophysics. The Fermi LAT is sensitive in an

energy range which is important in distinguishing between leptonic and hadronic emission

models of sources, which could help focus IceCube searches toobtain the “smoking-gun”

evidence of hadronic acceleration and the sources of cosmicrays.

The development we have developed here of time-dependent neutrino searches is and

will continue to be a crucial part of multi-messenger searches, particularly as future datasets

with larger effective areas, which will contine to give feedback and explore models with bet-

ter sensitivity and search for signals proving the hadronicnature of objects such as blazars

and GRBs. The limits using 40-string data on flares from galactic microquasars are near

models which have a proton ratio of∼10% in the jet [147].

The skills developed in selecting pure neutrino samples foroffline analysis will also

be applied towards selecting events on-line at Pole. Targetof Opportunity programs have

been running on-line since 2008 searching for doublets or triplets of events in a binned
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region. Additional processing power at the Pole added in the2010-11 Austral summer

makes it possible to run more advanced reconstructions on a sub-set of events, so the final

analysis sample could be produced in essentially real time.This opens opportunities for

IceCube time-dependent analyses to be run quickly, providing useful and timely data to

the astronomical community on the presence of or limits on any neutrino signal from an

extraordinary astrophysical occurrence.

Significant improvements are being made in event reconstruction, with hints of recon-

struction resolution on the order of arc minutes for events which deposit a large amount of

light in the detector, compared to resolutions on the order of one degree which are possible

now. Resolution is the most important factor contributing topoint-source analyses, and a

significantly improved event reconstruction could improvediscovery potentials by a factor

of three.

The low-energy neutrino improvements with DeepCore will also be instrumental in

improving sensitivity, as with the power-law fluxes which weexpect there are vastly more

events at lower energies than at high energies. A dedicated event stream using DeepCore

stands to dramatically improve the sensitivity for soft spectra and spectra with cut-off in

the 1-10 TeV region. The DeepCore extension in the completed detector also has a layer

of three IceCube strings to veto down-going muon tracks. Thisopens the possibility of

using neutrino events which start inside the detector, yielding 4π coverage of low-energy

neutrinos.

As these improvements come to fruition, the IceCube Observatory stands able to open

wide a window onto strange and violent behavior in some of themost powerful objects in

the universe.
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