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Report of EHWD Software at the Pole 2005/2006

Below you will find a long list of problems and ideas formed about the EHWD software during the time I spent at the South Pole this 2005/2006 season.  Many of the items are the result of conversations with Chuck, Matt, Allen and other members of ICECube.
If measured by our year to year increase in holes from 1 to 7 we had a very successful season and successful software.  I don’t want to lose that perspective.  However, that leaves us 72 holes to drill in the next 5 years, a rate of 14.5 holes per year.  If we are to double the hole rate we must have more reliable and maintainable software.  The time to integrate the software with the hardware must be reduced so we can start drilling sooner in the season.  During the peak drilling period (Dec 5th – February 28th), we should be able to maintain the software system with one Software Engineer, not two. That head count can then become a driller who can help us decrease the time between holes.
Overall, I found the software system to be fragile, especially the .cfg language.  I also found that features were incompletely implemented and inadequately tested.  That includes EHWD software, software for transferring log files from drill computers to the IceCube network, and software for loading logs files into both south pole local and northern hemisphere databases.  I found that my knowledge of the system architecture was inadequate for efficient trouble shooting and that I was inadequately trained on how to integrate the many devices into the system.  I was also not sufficiently knowledgeable about additional software diagnostic programs and tools (e.g. Jack Ambuel’s drill head and DDB programs).
The EHWD software appeared sluggish… not quick to respond to user interactions.  The real time readout of inputs was at time more of a distraction than a help because of jitter… sometimes invalid values would distort the picture of what was happening… especially in graphs.  At times, inaccurate or incorrect information was displayed because of changes in the hardware systems that were not immediately accounted for in the software.  This made operators doubtful that the EHWD display was showing accurate information.  As a result, warning messages and alarms were frequently ignored or discounted, rendering the safeguards useless.  Graphing, while useful, does not have sufficient functionality for drillers and deployers to rely on it.
Many ideas and thoughts follow and more will be added once Chuck’s and Matt’s ideas are included.  Please read this over and respond with your comments and additions.  From that we can develop a plan for this spring.  
Major Projects
· Project Management

· Implement Software Change Request system

· Implement Hardware change Request System and integrate to Software change Request System

· Manage software change process

· Get requirements early in the off season

· Restrict late summer cahnges

· Implement Software Change Request system at the pole.

· Implement Version control and configuration management

· System Build and Testing

· Implement hardware test bed

· Implement automatic build system

· Implement automatic testing system

· Implement User Testing of Drill Software.

· Implement CVS repository mirror at the pole

· Platform

· Investigate Port to Linux

· Investigate replacing cfg language with Python

· Software Standards and Methods

· Modularize code

· Comment code

· Defensive programming

· Improved warnings and error messages

· Documentation and Training

· Devices

· Simplify system.

· EHWD Features

· Investigate need for drill/deployment data streams… develop solid process.

· Improve graphing

· Improve warning subsystem.

· Improve data display

· Allow system changes without restarting controller.

· Well Logging Graphs

· Freeze in Monitoring Multiplexor

· System Administration

· Log file archiving at pole

Successes

· Drilled 7 holes and Deployed 7 Strings
· Operation of heaters and interaction with EHWD software essential to DCC operations

· Graphing important to DCC operation, Drilling and Deployment

· Matt scrambled to produce plots of well logging data…. Saved us on hole 38(?) when string being deployed was thought to be stuck.

Failures

· Unit conversions from F to C not completed before going to production
· Corrections made when operators questioned values

· Features by DDB not implemented

· Thermistor calibrations not implemented before going to production
· Keller calibrations not fully implemented before going to production
· Alternatively, implementation was inadequately documented resulting in the impression that it was not implemented

· Upgrades did harm… corrupted files… lost changes.

· New devices not integrated into the software and tested before going to production
· Should be integrated and tested before leaving Madison.

· Unable to get drilling and deployment data to pole MySQL,

· Unable to get depth information to station

· Unable to get Drill log data to Northern Hemisphere

· Northern Hemisphere spent too much time struggling with data streams

· Must evaluate need… consumers of data

· Must simplify and test before deployment to pole.

· system response time slow 
· TOS 2 computers were not upgraded with new video driver

· Much of the software is uncommented, difficult to follow, impossible to know the intent of the developer.
· ecfg files difficult to work with, are too monolithic. Parsing errors, inaccurate error statements, cause harm.

· Task .ecfg files require reboot to put into production.  

· system.ecfg contains variables that require reboot to put into production.  That delays putting changes into production, introduces risk in putting changes into production.
· Logical ON/TRUE, changes for devices

· need abstraction so UI need not change when hardware switches change for normally open/closed to normally closed/open.
· Different layers of calculations are undocumented…unknown.  
· Need documentation and training

· Use of color in the system is incompletely/inaccurately documented.
· No version control in place

· DVD writer did not work. 
· Drivers were untested in Madison.
· No backup strategy in place.  
· Disks, especially DCC filled up with log files.

· Deployment on first holes occurred without all sensors being read by EHWD software

· Need for EHWD software to read deployment sensors needs evaluation
· Deployment screens not fully tested before deploying to pole.

· Scientific Drill Calculations incompletely implement and/or tested… unit conversion change over was also incomplete

· Payout not available during deployment

· Cable slips on sheave… requires new sheave

· Evaluate need.

· Calculation language is inadequate
· Functions do not return value

· Variable passing rules unclear

· Could be training issue

· Variable names too long, difficult to work with

· Variable history lost when server reset, graph history lost

· History not read in because restarting takes too long.

· Graphing adequate but needs many improvements

· Ability to select vertical scale

· Ability to select raw or smoothed data

· Improved performance

· Setup too long and difficult

· Software too fragile

· Inadequate training on available software tools and procedures for diagnosing hardware problems

· DGH debugging

· Deployment Boxes

· Drill Power Supplies

· Paros, Kellers, Setras, Thermistors

Reccomendations

· Investigate porting to Linux

· Superior development tools, more readily available drivers, fewer operating systems

· Investigate replacing UI with Python

· No need to develop and test our own language.

· Well tested by others.

· Modularize config files
· Split UI files out by tab

· Split task files by tab/function

· Split defaults file out by variables, serial port configuration, calculations tables etc.

· Allow changes to config files without restarting servers

· Keep communications software,  rework from one thread per device to one thread per port

· Graphing is inadequate, replace or significantly enhance

· Investigate buy out device control software

· Maintain network between both TOSes and the DCC
· Improve ecfg file syntax checker 
· Investigate reducing overhead of storing log files.

· Reduce to a single log file, other scripts to reduce data for transfer

· Eliminate copying of files when changing configurations from DCC to Drilling to Deployment… make switches within UI for the changes

· Implement archiving process.
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